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INTRODUCTION

The rapid proliferation of wireless communication technologies and the 
Internet of Things (IoT) has underscored the critical need for sustainable power 
solutions. In response to this demand, Radio Frequency (RF) energy harvesting 
systems have emerged as a pivotal technology, offering a promising solution to 
the power challenges associated with energy-constrained electronic devices[1]. 
RF energy harvesting involves the conversion of ambient electromagnetic 
radiation into electrical power, providing a continuous and renewable energy 
source for wireless sensor networks, IoT devices, and other low-power 
electronic systems. This technology is particularly significant in scenarios 
where traditional power solutions are either impractical or prohibitively 
expensive. The ability to harvest RF energy from the environment not only 
reduces dependence on conventional power sources but also extends the 
operational life of battery-powered devices, contributing to the sustainability 
of wireless communication technologies. [2-3]

As the IoT continues to expand and the demand for efficient RF energy 
harvesting systems grows, multiband antennas have become integral 
components of these systems. These antennas enable energy capture across 
various frequency spectrums, enhance adaptability to different environments, 
and support multiple wireless communication standards [4-6]. In the dynamic 
landscape of wireless communication, multiband antennas allow devices 
to operate across multiple frequency bands, supporting a wide range of 
applications from mobile communication to radar and satellite systems, and 
most notably, RF energy harvesting systems. [7].

However, the design and optimization of such antennas present significant 
challenges. The need to balance performance across different frequency bands 
introduces a complex engineering problem, with each band imposing its own 
requirements in terms of gain, bandwidth, efficiency, and size [8-11]. These 
inherently conflicting parameters transform the design of multiband antennas 
into a sophisticated, multi-objective optimization problem. Traditional modeling 
approaches often struggle to capture the intricate interactions between these 
constraints, leading to designs that perform well in some bands but poorly in others.

The integration of artificial intelligence (AI) in antenna design has 
revolutionized the field, enabling more efficient and accurate design 
processes. AI techniques, particularly machine learning algorithms, have been 
increasingly applied to optimize antenna designs by predicting performance 
metrics based on design parameters[12]. 

This approach reduces the dependency on time-consuming 
electromagnetic simulations, allowing for rapid exploration of the design 
space. Several AI-based methods have been successfully employed in antenna 
design, including:
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1. Multilayer Perceptron (MLP): A type of artificial neural network 
that consists of multiple layers of neurons. MLPs are particularly effective 
in modeling complex nonlinear relationships between antenna parameters 
and performance metrics, making them suitable for optimizing multiband 
antennas[13].

2. Support Vector Regression Machine (SVRM): SVRM is a powerful 
machine learning technique that aims to find a regression model that best fits 
the data while maintaining a balance between model complexity and prediction 
accuracy. It has been used in antenna design for predicting performance 
measures such as gain and bandwidth[14].

3. Gradient Boosted Trees (GBT): This ensemble learning method 
combines the predictions of several decision trees to improve the overall 
accuracy. GBT has been applied in the optimization of antenna arrays, where 
it effectively handles the nonlinearities and interactions between design 
variables[15].

4. Deep Neural Network Regressor (DNNR): DNNRs leverage deep 
learning architectures to model complex functions. In antenna design, deep 
neural networks can learn intricate patterns in large datasets, making them 
well-suited for optimizing antennas across multiple performance criteria[16].

5. Gaussian Process Regression (GPR): GPR is a non-parametric, 
probabilistic model that is particularly useful for capturing the uncertainty 
in predictions. It provides a flexible approach for modeling the relationship 
between design variables and antenna performance, allowing for robust 
optimization[17].

6. Modified Multilayer Perceptron: The M2LP is an enhanced version of 
the traditional MLP, incorporating modifications that improve its convergence 
speed and accuracy. This model is particularly effective in complex optimization 
problems, such as those encountered in the design of multiband antennas[18].

In addition to AI techniques, optimization algorithms play a crucial role in 
the design process, particularly in navigating the complex, multi-dimensional 
search spaces associated with antenna design[19]. Optimization algorithms 
are used to systematically explore these spaces, identify optimal solutions, and 
balance multiple performance criteria.

One of the optimization algorithms utilized in this work is the Honey Bee 
Mating Optimization (HBMO) algorithm. HBMO [20]is a nature-inspired 
algorithm that mimics the natural mating process of honey bees. The algorithm 
is based on the concepts of queen bee mating, where the queen mates with 
a number of drones to produce a diverse offspring. The best solutions are 
selected based on their fitness, and these solutions are used to guide the search 
process in subsequent generations.
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The HBMO algorithm operates in several stages:

1. Mating Flight: The queen bee selects drones (potential solutions) 
to mate with based on their fitness levels. Drones with higher fitness have a 
greater probability of mating with the queen.

2. Brood Production: The queen produces broods (new solutions) 
through crossover and mutation of the selected drones’ genetic material. This 
process introduces diversity into the population and helps explore new areas 
of the design space.

3. Worker Bees: Worker bees (local search algorithms) are employed to 
refine the solutions within the neighborhood of the brood, improving their 
quality.

4. Natural Selection: The best broods (solutions) are selected to form the 
next generation, ensuring that the population evolves towards better solutions 
over time.

The HBMO algorithm is particularly effective in solving multi-objective 
optimization problems, as it balances exploration and exploitation of the 
search space, allowing it to identify high-quality solutions that satisfy multiple 
performance criteria[21].

Approaching multiband antenna design as a multi-objective optimization 
problem offers a promising pathway to overcoming these obstacles. Multi-
objective optimization involves simultaneously optimizing two or more 
conflicting objectives, a scenario emblematic of the multiband antenna design 
process[22]. The objectives in this context may range from maximizing 
antenna gain and bandwidth in each operational band to minimizing size and 
cost. The challenge lies in identifying design configurations that offer the best 
trade-offs among these diverse and often competing objectives.

The emergence of advanced computational techniques and surrogate 
modeling has opened new horizons in the modeling and optimization 
of multiband antennas. Surrogate models provide a way to reduce the 
computational complexity associated with direct simulations, enabling faster 
and more efficient exploration of the design space[23]. When combined with 
advanced multi-objective optimization algorithms like HBMO, these models 
can scan vast design spaces to identify optimal or near-optimal antenna designs 
that balance different performance metrics.

The aim of this work is to develop and validate a computationally efficient 
optimization framework for the design of multiband antennas in RF energy 
harvesting systems, leveraging advanced surrogate modeling techniques 
and meta-heuristic algorithms to enhance antenna performance across 
multiple frequency bands. This study encompasses the application of artificial 
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intelligence-supported surrogate models, particularly the Modified Multilayer 
Perceptron (M2LP), in combination with the Honey Bee Mating Optimization 
(HBMO) algorithm, to address the complex, multi-objective challenges 
of antenna design. The work includes detailed analysis and optimization 
processes to improve the efficiency and sustainability of RF energy harvesting 
technologies, with a focus on reducing computational costs while maintaining 
high accuracy in antenna performance predictions.

The study is structured as follows: In Section 2, we define the antenna 
and the range of variables considered. In Section 3, we describe the artificial 
intelligence-based surrogate modeling process used to optimize the antenna 
design, focusing on methods such as MLP, SVRM, GBT, DNNR, GPR, and 
M2LP, as well as the HBMO optimization algorithm. The study concludes 
with a discussion of the results, highlighting the potential of this approach to 
contribute to the sustainability and advancement of wireless communication 
technologies through more efficient RF energy harvesting systems.

ANTENNA DESIGN AND DATA PREPARATION

The antenna structure presented in Figure 1 is proposed as a multi-band 
solution for RF energy harvesting circuits. The design variables are listed in Table 
1. Each of these variables significantly impacts the scattering characteristics 
of the antenna structure, making the optimal selection of these parameters a 
critical optimization problem. As discussed in the previous section, artificial 
intelligence-based surrogate modeling techniques are among the most effective 
methods in the literature for executing this process efficiently and with high 
performance. Within the range of variables presented in Table 1, a total of 
1000 antenna designs (800 for training and 200 for testing) with various 
geometries were prepared using 3D simulators and the Latin-Hypercube 
sampling method [24]. In these simulations, the scattering parameter of the 
antenna was analyzed in the 0.1-10 GHz band, with the geometric variables 
and frequency information of the antenna serving as inputs to the surrogate 
models, while the scattering parameter characteristic was the model’s output. 
The subsequent sections of the study present the development and results of 
data-driven surrogate models based on this dataset.

Table I. Variables And Range Of The Antenna Considered In [Mm].

Değişken Minimum maksimum
W1 1 6
W2 0.5 3
W3 0.5 3
L1 5 15
L2 5 20
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Figure. 1. Schematic images of the examined antenna

MODELING AND SIMULATION RESULTS

The design and optimization of microwave antennas is a critical field, driven 
by the ever-increasing demand for higher performance in communication 
systems. This process is characterized by the complexity of microwave antenna 
design, which involves a large parameter space and nonlinear interactions 
between design variables. The adoption of advanced computational techniques 
is essential. Data-driven surrogate modeling has emerged as a powerful tool, 
offering a practical balance between computational efficiency and modeling 
accuracy. Traditional full-wave electromagnetic simulations, while accurate, 
are computationally intensive and time-consuming, making them impractical 
for extensive parameter scans or optimization studies. This is where surrogate 
modeling—developing a simplified model that approximates the behavior of a 
complex system—becomes invaluable. Surrogate models utilizing data-driven 
approaches can accurately predict antenna performance across a wide range of 
design parameters with significantly reduced computational overhead. Data-
driven surrogate modeling involves using machine learning and statistical 
techniques to create mathematical models that learn from simulation data. 
Once trained, these models can act as a surrogate for more complex full-wave 
simulations, enabling rapid exploration of the design space and optimization 
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of antenna parameters. Techniques such as polynomial regression, Gaussian 
processes, and neural networks have been at the forefront of surrogate model 
development, each offering unique advantages in terms of modeling accuracy, 
interpretability, and computational requirements.

In this study, various artificial intelligence algorithms were examined, and 
a surrogate model was developed for the antenna design presented in Section 
2. The algorithms listed in Table 2 were employed for this purpose. The cross-
validation technique (K=3) was used to select the hyperparameters of the 
models, utilizing 800 training data points generated in Section 2. The final 
performance evaluations of the models were conducted using 200 data points 
generated in the previous section.

Table 2 lists the state-of-the-art regression algorithms widely used in the 
literature: (i) Multilayer Perceptron (MLP) [25], (ii) Support Vector Regression 
Machine (SVRM) [26], (iii) Gradient Boosted Tree (GBT) [27], (iv) Deep 
Neural Network Regressor (DNNR) [28], (v) Gaussian Process Regression 
(GPR) [29], and (vi) Modified Multilayer Perceptron (M2LP) [30], which have 
been investigated in this study. The performance of the models was evaluated 
using relative absolute error. As a result, the M2LP model was found to be the 
most successful method.

Table II. Design Values In [Mm].

Model Model Parametreleri Test Başarımı
MLP Two layers, 25 and 45 neurons %7.4 
SVRM Epsilon = 0.1, Radial basis function %8.9
GBT Learning rate 0.001, 5000 estimators, and depth 4 %8.1
DNNR 3 Layers: 256, 512, 1024 neurons %7.6

GSR Kernel function: “ard-matern3/2”, Prediction method: “Block 
coordinate descent”, Block size: 1000 %6.9

M2LP Depth 3, Initial number of neurons: 16 %4.7

In this study, the Honey Bee Mating Optimization (HBMO) algorithm 
[31], a population-based meta-heuristic optimization technique, is employed 
in conjunction with the M2LP surrogate model to identify the optimal design 
variables for the proposed multi-band antenna. The search process within the 
HBMO algorithm is guided by the cost function defined in Equation 1.

max max1 2

min min1 2

1 2

11 11

Cost
( ) ( )

i i

f f

f f

C C
S f S f

= +∑ ∑                                                                             (1)

In this context, the C values represent the weight coefficients of the cost 
function sub-criteria. In this study, because the importance of each band is 
considered equal, these coefficients are assigned equal values. The objective 
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is to maximize the S11 values within the specified frequency ranges. Table III 
presents the most appropriately selected design variables obtained from the 
HBMO algorithm.

Table III. Optimum Design Values of the Structure Optimized By Surrogate Modeling In 
[Mm].

W1 4.5 W3 1.2
W2 1.5 L1 6.2
L2 11.5 FR4 Eps 4.6 h 1.56

To verify the accuracy of the optimized antenna design, the obtained 
results were input into the 3D simulator tool, and the following performance 
outputs were obtained.

1 2 3 4 5 6 7 8 9 10

Frequency [GHz]

-15

-10

-5

0

S
11

 d
B

M2LP
CST

(a)

(b)
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(c)

(d) 
Fig. 2. Simulated 3D radiation pattern of the optimum antenna (a) S11, (b) 868 MHz, 

(c) 2.4 GHz, (d) 3.6 GHz.

CONCLUSION

In this study, a computationally efficient design optimization process 
for a multi-band microstrip antenna was successfully demonstrated using a 
novel approach that integrates the M2LP regression model with the Honey Bee 
Mating Optimization (HBMO) algorithm. The optimization process aimed to 
maximize the S11 values across specified frequency ranges, treating each band 
with equal importance. The accuracy of the optimized design was validated 
through 3D simulations, which confirmed the effectiveness of the proposed 
method.

The study compared various state-of-the-art regression models, including 
Multilayer Perceptron (MLP), Support Vector Regression Machine (SVRM), 
Gradient Boosted Trees (GBT), Deep Neural Network Regressor (DNNR), 
Gaussian Process Regression (GPR), and the Modified Multilayer Perceptron 
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(M2LP). Among these, the M2LP model, characterized by its depth of 3 and an 
initial neuron count of 16, outperformed the others, achieving the lowest test 
error rate of 4.7%. This highlights the M2LP model’s robustness in handling 
the complexities associated with multi-band antenna design.

In summary, the combination of the M2LP model and the HBMO 
algorithm provides a powerful and computationally efficient framework 
for optimizing complex antenna designs, offering a significant reduction in 
computational overhead while maintaining high accuracy. This approach 
holds promise for further applications in advanced antenna design and other 
related fields.
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1 Introduction

Today, due to the development of the automobile industry, limited fuel 
reserves and high emission values   resulting from combustion, studies on the 
use of alternative fuels in internal combustion engines are increasing. Clean 
fuels such as natural gas, liquefied petroleum gas and hydrogen can be given as 
examples of these alternative fuels (Yang et al. 2023 and Lie et al.2023). Some 
countries stated that due to environmental pollution and fuel shortage, engines 
that use only gasoline and diesel as fuel may be banned in the following years 
(Zhang, 2020). In this context, sustainable methods continue to be developed 
and implemented in internal combustion engines. In this context, sustainable 
methods continue to be developed and implemented in internal combustion 
engines (Liu, 2023). 

When energy resources are examined in terms of consumption, oil ranks 
first with 34.2%, coal ranks second with 27.6% and natural gas ranks third 
(Akbiyik, 2023).

The Environmental Protection Agency stated that natural gas could be 
a highly usable fuel in the future. Since the hydrogen/carbon value of natural 
gas is high, the particulate matter and CO2 emission values   released as a result 
of combustion will be lower. Natural gas can also be obtained from renewable 
sources (Molina, 2023).  If natural gas is obtained from a renewable source, the 
resulting carbon dioxide emission value will be more promising (Yousefi, 2020). 

BP stated in its published reports that the demand for fuel consumption 
has increased significantly [A4] and announced that natural gas will be the fuel 
with the fastest growth rate among fossil fuels in 2022. It has been observed 
that natural gas has lower values     both in terms of cost and nitrogen oxide 
emissions when compared to gasoline and diesel (Liu,2023 and Shen, 2023).

Internal combustion engines are manufactured to run on gasoline 
or diesel. These engines can be modified and run on alternative fuels such 
as  liquefied petroleum gas (LPG) and compressed natural gas (CNG). CNG is 
superior to liquid fuels such as gasoline and diesel due to its many properties 
(Ziyaei, 2023).

Some of these properties are the engine performance and exhaust 
emission values   of natural gas (Ramsay, 2022). In addition, since natural gas 
has high knock resistance, it is widely used in gasoline engines (Chen, 2021).

In short, Natural gas (NG) is a good alternative fuel due to its high octane 
number and hydrogen/carbon value, as well as low cost and exhaust emissions 
(Duan 2018).

Recently, a lot of research has been done on fuels and mixture formation, 
as well as the charge system structure, to increase engine performance. These 
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systems are structurally divided as; homogeneous charge and stratified 
charge. In homogeneous charge, the aim is to mix the fuel with air in the 
intake manifold and spread it evenly into the cylinder. Stratified charge aims 
to obtain a stoichiometric mixture in the spark plug region of the cylinder as 
it moves away from the spark plug, and a lean mixture in the other parts. In 
this way, Stratified charge engines can be operated with lean mixture, just like 
diesel engines. A decrease in nitrogen oxide, carbon dioxide and unburned 
hydrocarbon emission values   was observed in the gradual filling method 
applied in gasoline engines (Jubin, 2022).

Duan et al. (2018) experimentally examined the effects of single injection 
and two injection strategies on the thermodynamic process and engine 
performance in the case of ethanol-gasoline mixture as fuel in a direct 
injection gasoline engine. Under single injection conditions, an injection 
timing starting at 300 CA BTDC and lasting 18.5 CA was selected. Then, 
in six different injection timings, without changing the location of the first 
injection, different injection timings closer to top dead center were selected 
as the second injection. In the experimental system, an electric dynamometer 
was used to control fuel consumption and fuel temperature, and all obtained 
data were transferred to the combustion analysis system and converted 
into engine data. As a result of the study, it was seen that cylinder pressure 
and heat release were affected by single and dual injection strategies. It was 
also emphasized that HC and CO emissions decreased in the case of double 
injection, but this decrease depended on the time of the second injection. 

Oh and Bae (2013) examined the effects of injection time on injection and 
combustion characteristics in a direct injection spark ignition engine under 
gradual charging conditions. In the study, two different ambient pressures 
and three different injection pressures were tested under stratified charge 
conditions. While   Non-luminous flame   structure and low combustion 
efficiency were observed in the early injection timing, luminous flame 
structures were observed in the late injection timing. In addition, an increase 
in soot emissions and incomplete combustion products was observed due to 
locally increasing rich mixture regions at late injection timings It has also 
been shown that NOx emissions are directly dependent on injection timing. 

Aljamali et al. (2016) examined the effect of injection timing on engine 
performance and emissions in a stratified charged engine. In the experimental 
study, they used CNG as fuel. Four different injection timings (120 CA, 180 
CA, 300 CA, 360 CA BTDC) were used in the study, where the end of the 
injection was taken as reference. Experimental results are presented in graphs, 
including torque, specific fuel consumption, average effective pressure, CO, 
CO2, NO and HC. In the study, the highest power, torque, average effective 
pressure and lowest specific fuel consumption were obtained at 120 CA 
injection timing.  In addition, the lowest NO and HC emissions were obtained 
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at 120 CA injection timing, while CO2 emissions increased depending on the 
number of cycles. 

The way fuel is sent to the cylinder is important in studies aimed at 
increasing engine efficiency. One of these is the stratified injection of fuel 
into the cylinder. In this study, the effects of second-stage injection timing on 
engine performance and emissions in a stratified charge engine with direct 
injection fueled natural gas were investigated.

2. Material and methods

The three-dimensional simulation program ANSYS-Forte 19.0 (ANSYS 
Forte User’s Guide. And ANSYS Forte Theory Manuel). was used to investigate 
combustion and emission characteristics. A port model was designed to 
give the closest results to reality, and CH4, which constitutes the majority of 
natural gas, was chosen as the fuel to be injected from the injector. All tests 
were performed at wide open throttle position, with different second stage 
injection timing (220CA, 170CA, 120CA and 70CA BTDC). As a result of the 
examination, it was seen that the fuel injection timing in the second stage had 
a positive effect on engine performance, combustion efficiency and emissions 
(Akçil, Ö.F. 2018). 

In order to better understand the stratified charge (SC) conditions and 
optimize the injection timing, the second injection timing was changed while 
keeping the first injection time constant. The injection timing and operating 
conditions determined for homogeneous charge (HC) and stratified charge 
(SC) conditions are shown in Fig. 2.1 and Table 2.1.

 

HC
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SC1 SC2

SC3 SC4
Fig.2.1. Injection timing determined for homogeneous and stratified charge 

conditions.

Table 2.1. Different injection timings and operating conditions.

Injection 
Type

First injection Second injection spark 
plug time

Lambda 
(λ)

HC 300CA BTDC 40CA %100 --- --- --- 35CA BTDC 1.4151
SC1 300CA BTDC 40CA %85 220CA BTDC 10CA %15 35CA BTDC 1.4211
SC2 300CA BTDC 40CA %85 170CA BTDC 10CA %15 35CA BTDC 1.4184
SC3 300CA BTDC 40CA %85 120CA BTDC 10CA %15 35CA BTDC 1.4310
SC4 300CA BTDC 40CA %85 70CA BTDC 10CA %15 35CA BTDC 1.4423
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3. Research Findings and Discussion

The following findings were obtained in this study (Akçil, 2018). In a 
stratified charge engine, the ideal amount of fuel injected in each stage has 
been determined to create a generally lean mixture in the cylinder and a 
stoichiometric or rich mixture in the spark plug region. The crank angle at 
which the second injection will be made was investigated according to the 
ideal fuel ratio. Under these conditions, an analysis of a stratified charge 
direct injection gasoline engine using natural gas as fuel was performed. 
Although a lean mixture is generally preferred in stratified charge engines, a 
stoichiometric or rich mixture is intended in the spark plug area.

Fig. 3.1. Changes in CO depending on different injection timings.
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Fig. 3.2. Changes in CO2 depending on different injection timings.

Fig. 3.1 and fig. 3.2 shows the changes in CO and CO2 emissions at each 
stage according to different injection times. CO emissions seen in Figure 3.1 
increased with the start of combustion at all injection times and decreased 
with advancing crank angles. It is seen that the CO values   are negligibly low. 
As can be seen in the figure, CO emissions are considerably increased near 
TDC at late injection timings. In late injection (SC3, SC4), CO emissions are 
expected to be lower due to higher temperatures. This may be a result of the fact 
that most of the fuel is burned near TDC and the heat release rate is very high. 
However, with the continuation of combustion, especially SC3 conditions 
reached the lowest CO emissions. It is understood that very late injection 
and high engine speed have an effect on CO values   under SC4 conditions. 
CO2 emissions were slightly higher at late injection timings (Fig. 3.3). The 
higher CO2 emissions at late injection timings can be seen as a natural result 
of higher heat release rates and temperatures.
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Fig. 3.3. Change in NO emission depending on different injection timings.

Fig. 3.3 shows in-cylinder NO emissions depending on different injection 
timings. It is known that NO formation is a function of in-cylinder temperature. 
In late injection cases, it is observed that the in-cylinder temperature is high. 
As a result, it is understood that NO emissions are also high. Since lower 
temperatures were observed during combustion at early injection timings, 
NO emission formation remained quite low due to the inability to provide the 
necessary reaction heat for NO formation.
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Figure 3.4. Changes in unburned hydrocarbon emissions depending on different 
injection timings.

In-cylinder unburned hydrocarbon emissions according to different 
injection timings are shown in Figure 3.4. The formation of unburned 
hydrocarbons is an undesirable emission component for internal combustion 
engines. It can be considered a criterion of good and complete combustion. 
In complete combustion, there is no HC in the emissions. HC, which can be 
burned with low hydrocarbon emissions, directly affects engine power. As can 
be seen in the figure, unburned hydrocarbon emissions decrease very rapidly 
in late injection cases, while they decrease more slowly in early injection 
timings and homogeneous cases. It can be put forward as an indication that 
in case of late injection, the combustion rate increases and the combustion 
efficiency increases. In general, similar and very low levels of unburned 
hydrocarbon emissions were obtained in all spraying cases.
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Fig. 3.5. Variation of OH mass ratio with the amount of fuel injected at different stages.

In order to follow the start and process of combustion in internal 
combustion engines, in-cylinder OH formation can be monitored. For this 
purpose, the formation of OH in the cylinder depending on the fuel rate 
injected in each stage is seen in Fig. 3.5. As seen in Fig. 3.5, in cases where less 
fuel was injected in the second stage, OH formation, i.e. combustion, started 
just before TDC and reached its maximum value just after TDC. However, 
in cases where less fuel was sent in the second injection, OH formation 
started much later than TDC. This situation shows that the crank angle and 
combustion efficiency at which combustion occurs are not appropriate when 
more fuel is sent in the second injection.
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Fig. 3.6. Variation of C2H2 mass ratio with the amount of fuel injected at different 
stages.

For some chemical kinetic mechanisms used in internal combustion 
engines, soot emissions cannot be calculated directly. In this case, Ansys 
FORTE recommends monitoring C2H2, a leading product for monitoring soot 
emissions. Figure 3.6 shows the change in C2H2 depending on the fuel ratio 
injected in each injection. It is observed that C2H2 formation is quite low in cases 
where combustion occurs better and less fuel is sent in the second injection. 
However, in cases where more fuel was sent in the second injection, fuel particles 
that could not meet with oxygen molecules caused C2H2 to increase.

4. Conclusion

In this study, an analysis of a stratified charge direct injection gasoline 
engine using natural gas as fuel was carried out. In the study, firstly the best 
fuel ratio to be injected in each stage was determined for the staged filling 
conditions. The timing of the second injection was determined for optimum 
fuel injection ratios. Studies were carried out using ANSYS Forte software. 
As a result of the studies conducted, the following conclusions were reached. 

For this study, better emission values   were obtained under 85%-15% spray 
conditions. At late injection timings, CO emissions increased significantly 
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near TDC. However, as combustion continued, especially SC3 conditions 
reached the lowest CO emissions. Under SC4 conditions, CO emissions 
remained relatively high due to late injection and high engine speed. CO2 
emissions were slightly higher at later injection times. Higher NO emissions 
were obtained at late injection timings depending on in-cylinder temperatures. 
From the OH curves, it is understood that combustion starts more quickly at 
late injection timings.
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1. Introduction:

The raise of global climate change issues (Calvin et al., 2023), and energy 
prices has been resulted to exploring new and renewable energy sources. 
Energy is the basic of human socities and development is dependent to 
avalibility of energy in resaonable prices. Increasing in humankind population 
and industrialization has been lead to increase in energy demand. The world’s 
demand for electricity is rising at its fastest rate in years, driven by robust 
economic growth, intense heatwaves and increasing uptake of technologies 
that run on electricity such as Electrical Vehicles (Evs) and heat pumps. At 
the same time, renewables continue their rapid ascent, with solar panels on 
course to set new records 

Acording to the International Energy Agency (IEA) global electricity 
demand is forecast to grow by around 4% in 2024, up from 2.5% in 2023. 
This would represent the highest annual growth rate since 2007, excluding the 
exceptional rebounds seen in the wake of the global financial crisis and the 
COVID-19 pandemic. The strong increase in global electricity consumption 
is set to continue into 2025, with growth around 4% again, according to the 
report (International Energy Agency, 2024).

Renewable sources of electricity are also set to expand rapidly this year 
and next, with their share of global electricity supply forecast to rise from 30% 
in 2023 to 35% in 2025 (International Energy Agency, 2024). The amount of 
electricity generated by renewables worldwide in 2025 is forecast to eclipse 
the amount generated by coal for the first time. Solar PV alone is expected to 
meet roughly half of the growth in global electricity demand over 2024 and 
2025 – with solar and wind combined meeting as much as three-quarters of 
the growth (International Energy Agency, 2024).

Amongst renewable electricity production systems, river-type small 
hydropower plants (SHPs) are run-of-river systems that generate electricity 
by diverting a portion of a river’s flow through a turbine without the need 
for large reservoirs or dams. The economic and ecological feasibility of these 
projects has been evaluated in various reports, documents, and articles, 
comparing their advantages and limitations.

2. Methodology 

This section provides and overview of some important aspects of HESs 
throughout the literature. 

2.1. Economic Feasibility

Low Operational Costs: SHPs often have lower operational and 
maintenance costs compared to other renewable energy sources. The 
technology is mature, and once installed, these systems can operate for long 
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periods with minimal intervention (Kumar & Saini, 2022), (V. K. Singh & 
Singal, 2017).

Capital Costs: Initial investment costs for SHPs can be relatively high 
due to civil works, grid connection, and equipment. However, these costs 
are significantly lower compared to large hydropower or other forms of 
infrastructure-based energy sources. Projects are scalable depending on site-
specific conditions (Forouzbakhsh et al., 2007), (Seme et al., 2018).

Energy Payback and Efficiency: SHPs have a high energy payback 
ratio, meaning that the energy produced over their lifetime far exceeds the 
energy used to construct them. The efficiency of energy conversion can vary 
depending on the river’s flow and seasonal variations, but SHPs generally 
provide reliable power with efficiency ranging from 70% to 90% (Weißbach et 
al., 2013), (Dagdelen & Apaydin, 2024).

Economic Benefits to Local Communities: SHPs are often praised for 
their potential to stimulate local economies, especially in rural areas. They 
can provide jobs during construction and operation, increase energy access, 
and support local industry by reducing energy costs (Mišić & Obydenkova, 
2024), (Smith, 2024).

Government Incentives and Support: In many regions, SHPs benefit 
from government incentives like feed-in tariffs, tax credits, and subsidies 
aimed at promoting renewable energy. These incentives can make SHPs more 
economically viable, particularly in remote areas (M. Singh & Kumar, 2024), 
(Darmian et al., 2024).

2.2. Ecological Feasibility

Minimal Environmental Impact: SHPs are generally regarded as having 
a low environmental footprint compared to large-scale hydropower projects, 
as they do not require large dams or extensive land flooding. However, they 
are not completely impact-free (Česonienė et al., 2021).

Aquatic Ecosystem Disruption: The main ecological concern with SHPs 
is their potential to disrupt aquatic ecosystems, particularly fish migration 
and river biodiversity. Poorly designed SHP systems can alter river habitats, 
cause sediment buildup, and affect water quality. However, modern designs 
often include fish ladders and other mitigation measures to minimize such 
impacts (Maiolini et al., 2007).

Flow Regime Alteration: SHPs can impact the natural flow of rivers, 
especially during low-flow periods. This can affect downstream ecosystems, 
especially if environmental flow requirements are not strictly enforced (Kuriqi 
et al., 2019).
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Water Quality and Temperature Changes: While not as significant as 
with larger dams, SHPs can still affect water quality by altering sediment 
flow and water temperature, potentially impacting aquatic life. Mitigation 
measures include fish-friendly turbines and advanced water management 
practices (Pimenta et al., 2012).

Positive Environmental Aspects: SHPs are a clean source of energy 
with no direct greenhouse gas emissions during operation. They contribute 
to reducing dependence on fossil fuels and are considered a low-carbon 
technology (Von Sperling, 2012). 

2.3. Comparative Studies

Ecological vs. Economic Trade-offs: Many studies highlight the trade-
offs between the economic benefits and the potential ecological impacts 
of SHPs. Proper site selection, design, and regulatory oversight are key to 
balancing these factors. Remote or low-impact sites are often deemed the most 
favorable for SHP deployment (W. Wang et al., 2022), (L. Wang et al., 2023).

Comparison with Other Renewables: SHPs are compared to other 
renewable sources like solar, wind, and biomass. In terms of ecological 
footprint, they have fewer land-use impacts than solar or wind farms. 
Economically, they can be more reliable due to the continuous nature of river 
flow, though seasonal variability can affect output (Paraschiv & Paraschiv, 
2023).

Long-term Viability: In the long run, SHPs are often seen as more 
sustainable than fossil fuel-based energy, given their low operating costs and 
minimal resource depletion. However, the sustainability of SHPs depends on 
how well they are integrated into local ecosystems without causing long-term 
environmental degradation (López-González et al., 2019).

 2.4. Economic and Environmental Feasibility of Small Hydro Power 
Projects

Monteiro et al. (2021) analyze the economic viability of small hydroelectric 
power (SHP) projects, emphasizing the role of the Clean Development 
Mechanism (CDM) in Brazil. The study highlights that while CDM projects 
initially provided a financial incentive through carbon credits, their economic 
benefit has significantly diminished due to declining Certified Emissions 
Reduction (CER) prices. Through a case study of Brazilian SHPs, Monteiro et 
al. find that the financial impact of CERs on SHP projects is negligible, with 
less than a 0.2% increase in internal rate of return (IRR). Instead, optimizing 
investment costs and increasing energy production are identified as more 
effective strategies for improving economic returns (Monteiro et al., 2021).
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From an environmental perspective, the study points to the advantages 
of SHP systems in remote areas where long-distance power transmission is 
economically unfeasible. Additionally, SHPs contribute less to environmental 
pollution compared to fossil fuel-based energy sources, aligning with global 
climate goals to reduce greenhouse gas emissions. However, the authors 
also critique the inefficacy of CDM projects in fostering local community 
involvement and delivering broader sustainable development benefits.

 2.5. Water-Energy-Ecosystem Nexus in Small Run-of-River 
Hydropower

Basso et al. (2020) explore the intersection of hydropower production, 
environmental conservation, and ecosystem services in their study on small 
RoR hydropower systems. The authors emphasize the trade-offs between 
energy production and ecological impacts, particularly the strain placed 
on aquatic ecosystems due to flow reductions. Through a multi-objective 
design framework applied to a hypothetical case study in Scotland, the 
study demonstrates how optimizing plant configurations can balance these 
competing demands.

One of the critical insights from Basso et al. is the importance of integrating 
environmental flow requirements into the design of RoR systems. By treating 
environmental flow as a decision variable, they identify economically viable 
configurations that also preserve key ecological functions, such as hydrological 
connectivity for migratory species like salmon. The study calls for hydropower 
policies that avoid penalizing larger installations, as these may sometimes 
offer better ecological and economic outcomes (Basso et al., 2020).

This work highlights the need for a nuanced approach to RoR system 
design, where both energy production and ecosystem services are considered 
simultaneously. This aligns with global sustainability goals, particularly in 
regions where water resources are critical for both energy and biodiversity.

 2.6. LCOE-Based Optimization for Small Run-of-River Hydropower 
Plants

Amougou et al. (2022) focus on optimizing the design of small RoR 
hydropower plants through a levelized cost of energy (LCOE) framework. 
The study provides a comprehensive methodology for designing cost-
efficient and energy-efficient hydropower systems by integrating hydraulic, 
mechanical, and economic factors. The optimization model proposed in the 
study calculates key design parameters such as penstock dimensions, turbine 
selection, and flow rates to minimize the LCOE.

In a case study of the Nyong River in Cameroon, the model demonstrates 
that small RoR plants can achieve competitive LCOEs, with an estimated 
0.05 USD/kWh. This is at the lower end of the typical LCOE range for SHPs, 
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confirming the financial viability of such projects in rural electrification 
contexts. Moreover, the study emphasizes the role of locally manufactured 
turbines in promoting job creation and economic development, making RoR 
systems particularly attractive in developing regions (Amougou et al., 2022).

Amougou et al.’s work underscores the importance of optimizing multiple 
aspects of RoR systems to enhance both economic and operational efficiency. 
The study also highlights the potential for small RoR systems to contribute to 
energy security and sustainable development, particularly in off-grid areas.

2.7. Design Models for Run-of-River Hydropower Plants

The review by Tsuanyo et al. (2023) examines various models used in 
the design of run-of-river (RoR) hydropower plants, which are favored for 
their minimal environmental footprint. RoR plants typically do not require 
large reservoirs, which reduces construction costs, shortens project timelines, 
and mitigates ecological disruption. Tsuanyo et al. identify key parameters 
such as penstock diameter, turbine suction head, and cost estimation for both 
grid-connected and off-grid systems. They argue that effective design requires 
careful consideration of these parameters, as incorrect calculations can lead 
to operational inefficiencies and higher costs. Their study offers a detailed 
guide for optimizing RoR designs based on site-specific conditions  (Tsuanyo 
et al., 2023).

2.8. Optimization in Hydropower Resource Planning

In a complementary study, Coban and Sauhats (2022) discuss the role of 
mathematical models and optimization techniques in planning SHP systems. 
Their research emphasizes the uncertainty involved in predicting river flow 
rates, electricity market prices, and other external factors that influence 
hydropower production. They employ both deterministic and stochastic 
programming methods to optimize long-term planning decisions. The Monte 
Carlo method, used to model uncertainties, provides insights into potential 
outcomes of SHP projects, helping stakeholders make informed investment 
decisions. This study underscores the complexity of planning SHPs in 
dynamic environments and highlights the importance of robust optimization 
tools (Coban and Sauhats 2022) .

2.9. Multi-Criteria Decision Analysis (MCDA) and Ecosystem Trade-offs

Barton et al. (2020) extend the discussion by introducing multi-criteria 
decision analysis (MCDA) within Bayesian networks to balance hydropower 
production with ecosystem service preservation. Their research focuses on 
the Mandalselva River in Norway, where hydropower plants impact Atlantic 
salmon habitats and local biodiversity. By integrating ecological models with 
economic data, Barton et al. evaluate trade-offs between hydropower revenues 
and environmental objectives, such as fish population sustainability and river 
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aesthetics. The use of Bayesian networks allows for the modeling of uncertainties 
and stakeholder preferences, facilitating more transparent decision-making 
processes. This study highlights the increasing need for integrated approaches 
to SHP management that consider not only technical and economic factors but 
also environmental and social impacts  (Barton et al., 2020).

Evaluating the trade-offs between economic and ecological feasibility 
in river-type small hydropower plants requires a multifaceted approach that 
incorporates various methodologies and design considerations. The following 
key aspects highlight effective methods for this evaluation.

2.10. Methodologies for Trade-off Analysis

Multi-objective Optimization: Utilizing a multi-objective optimization 
framework allows for the identification of Pareto-optimal alternatives, 
balancing economic value against environmental impacts such as sediment 
transport and fish growth (Ploussard et al., 2024). 

Monte Carlo Simulations: This method helps in exploring a wide 
solution space, identifying “win-win” scenarios that optimize both economic 
and ecological outcomes (Ploussard et al., 2024).

Design Considerations

Run-of-River Models: Specific design models for run-of-river hydropower 
plants can enhance economic feasibility while minimizing ecological 
disruption. These models assess variables like penstock diameter and turbine 
selection to optimize energy production and cost (Tsuanyo et al., 2023).

Capacity Optimization: Studies indicate that optimizing installed capacity 
based on hydraulic parameters can significantly improve energy output while 
ensuring ecological flow requirements are met (Yusuf et al., 2022).

Innovative Technologies

Conveyor-type Systems: New designs, such as conveyor-type hydropower 
plants, offer efficient energy generation in shallow waters without dam 
construction, thus reducing ecological impacts (Beresnevich et al. 2023). 

While these methods provide a robust framework for evaluating trade-
offs, it is essential to recognize that the negative ecological consequences 
of hydropower projects can sometimes outweigh their economic benefits, 
necessitating careful consideration of all factors involved. 

3. Comparative Analysis

3.1. Economic Viability and Policy Incentives

Monteiro et al. (2021) highlight the diminishing role of the Clean 
Development Mechanism (CDM) in enhancing the economic feasibility of 
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SHP projects in Brazil. While CDM projects initially boosted returns through 
carbon credits, the falling price of Certified Emissions Reductions (CER) has 
made their financial impact negligible. The study concludes that optimizing 
investment costs and enhancing energy output are more effective strategies 
for improving economic returns, with a less than 0.2% increase in internal 
rate of return (IRR) attributed to CERs. This indicates that policy-driven 
incentives, such as CDM, may no longer be sufficient to ensure economic 
viability in certain contexts .

In contrast, Amougou et al. (2022) focus on optimizing SHP designs to 
reduce the levelized cost of energy (LCOE). Their study, conducted on the 
Nyong River in Cameroon, demonstrates that small RoR plants can achieve 
highly competitive LCOEs of around 0.05 USD/kWh. This is particularly 
important in off-grid regions, where low-cost energy is essential for rural 
electrification. Unlike Monteiro et al., who emphasize policy limitations, 
Amougou et al. show that design and operational optimization—such as 
using locally produced turbines—can directly improve economic feasibility .

3.2. Environmental Sustainability and Ecosystem Services

While Monteiro et al. (2021) acknowledge the environmental benefits of 
SHPs, particularly in remote areas where long-distance power transmission 
is economically infeasible, they also critique the lack of local community 
involvement in CDM projects. This contrasts with Basso et al. (2020), 
who take a more nuanced approach to environmental sustainability by 
examining the ecological trade-offs inherent in small RoR systems. Basso 
et al. argue that reducing river flows for hydropower production can strain 
aquatic ecosystems, particularly affecting species like migratory salmon. By 
integrating environmental flow requirements into the design process, their 
study proposes a balanced solution that maintains both energy production 
and ecosystem services .

Barton et al. (2020) extend this discussion by using multi-criteria 
decision analysis (MCDA) to balance hydropower revenues with ecosystem 
service preservation. Their study of the Mandalselva River in Norway shows 
how integrating ecological models with economic data helps decision-makers 
weigh trade-offs between fish population sustainability and hydropower 
output. This framework enables more transparent and informed decisions, 
particularly in regions where biodiversity and environmental aesthetics are 
significant concerns  .

3.3. Technical Optimization and Resource Planning

Technical optimization is central to both Amougou et al. (2022) and 
Tsuanyo et al. (2023). While Amougou et al. focus on LCOE optimization, 
Tsuanyo et al. delve into the detailed design parameters of RoR systems, such 
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as penstock dimensions and turbine selection. Both studies emphasize the 
importance of site-specific conditions in achieving optimal design outcomes. 
Tsuanyo et al. provide a detailed guide for RoR systems, highlighting how 
incorrect calculations can lead to inefficiencies and increased costs. This 
aligns with Amougou’s focus on cost-efficiency through robust design 
methodologies  .

Coban and Sauhats (2022) approach optimization from a planning 
perspective, using both deterministic and stochastic programming methods 
to account for the unpredictability of river flow rates and market prices. 
By employing the Monte Carlo method, they model uncertainties that 
can significantly impact the financial viability of SHP projects. This study 
complements the technical optimization discussed by Tsuanyo et al. by 
highlighting the importance of long-term planning in ensuring that SHP 
systems remain both financially and operationally sustainable .

4. Discussion

This literature review has consolidated knowledge from various studies 
on the feasibility of small hydropower plants (SHPs), specifically focusing on 
economic and ecological considerations. By synthesizing the existing body of 
research, several key themes have emerged that inform the potential of SHPs 
in contributing to Turkey’s renewable energy landscape while highlighting 
both opportunities and challenges.

Economic Viability of Small Hydropower Plants: The reviewed literature 
consistently highlights that SHPs, particularly run-of-river (RoR) systems, 
present a cost-effective renewable energy option due to their relatively low 
operational and maintenance costs. Studies such as those by Kumar and Saini 
(2022) and Singh and Singal (2017) emphasize that while the initial capital 
investment for SHPs can be substantial, their long-term economic benefits 
often outweigh these upfront costs. However, the review also identifies a 
significant gap in the literature regarding strategies to mitigate these high 
initial costs, especially in regions with limited financial incentives. This gap 
indicates a need for more research into innovative financing mechanisms 
or public-private partnerships to make SHP projects more accessible and 
economically feasible.

Ecological Impact and Sustainability Concerns: One of the most 
critical themes identified in this literature review is the ecological trade-
offs associated with SHP installations. While SHPs are generally recognized 
for their low environmental footprint compared to large-scale hydropower 
systems, the review highlights the nuanced ecological impacts that can arise, 
particularly concerning aquatic ecosystems. Studies like those by Česonienė et 
al. (2021) and Maiolini et al. (2007) discuss the disruptions to fish migration, 
sediment flow, and water quality caused by poorly designed SHPs. Despite the 
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incorporation of mitigation measures such as fish ladders and eco-friendly 
turbines, the review indicates a lack of consistent ecological assessments 
across different regions and types of SHP projects. This gap suggests an 
urgent need for standardized methodologies in evaluating and minimizing 
the environmental impacts of SHPs, tailored to local ecological conditions.

Comparative Analysis with Other Renewable Energy Sources: 
The review also places SHPs in the broader context of renewable energy 
technologies. Compared to solar and wind power, SHPs are noted for their 
ability to provide more consistent energy output due to the continuous 
nature of river flow. However, the literature highlights seasonal variability as 
a significant limitation, which can affect energy reliability. Paraschiv et al. 
(2023) argue that while SHPs have a smaller land-use impact than solar farms 
or wind installations, their performance is highly site-dependent. The review 
suggests that future research should focus on developing hybrid renewable 
energy systems that integrate SHPs with other energy sources to enhance 
reliability and optimize land use.

Technological Advances and Optimization Techniques: The literature 
review identifies significant advancements in the optimization of SHP design 
and operation. The use of methodologies such as Levelized Cost of Energy 
(LCOE) frameworks and Monte Carlo simulations has been instrumental 
in enhancing the economic efficiency of these systems, as evidenced by the 
studies of Amougou et al. (2022) and Tsuanyo et al. (2023). These approaches 
enable a more precise understanding of the trade-offs between cost, efficiency, 
and ecological impact. However, despite these technological improvements, 
the review points out that there remains a gap in adaptive management 
techniques that can dynamically respond to changes in river flow rates and 
environmental conditions. Addressing this gap could lead to more resilient 
SHP designs that are better suited to fluctuating climatic conditions.

Policy Implications and the Role of Government Incentives: The role 
of policy and governmental incentives emerged as a critical factor in the 
economic feasibility of SHPs. The review found that while incentives like 
feed-in tariffs and tax credits significantly improve the attractiveness of SHP 
investments, their effectiveness varies widely across different regions. Studies 
by Monteiro et al. (2021) indicate that international mechanisms like the Clean 
Development Mechanism (CDM) have become less impactful due to falling 
carbon credit prices. This finding underscores the need for localized policy 
frameworks that support the financial sustainability of SHPs, especially in 
emerging markets like Turkey. Future research should explore the effectiveness 
of different incentive structures in promoting SHP development and identify 
best practices from countries with successful SHP policies.
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Identified Gaps and Directions for Future Research: One of the most 
significant contributions of this literature review is its identification of gaps in 
both economic and ecological aspects of SHP research. While there is ample 
data on the technical and financial aspects of SHPs, there is a notable lack 
of comprehensive studies that integrate economic analysis with ecological 
impact assessments. Additionally, the review reveals limited research on 
the social dimensions of SHPs, such as community involvement and the 
social acceptability of these projects. Addressing these gaps will be crucial 
in developing a holistic understanding of SHP feasibility that encompasses 
economic, ecological, and social factors.

Conclusion

 The synthesis of existing studies in this review indicates that while small 
hydropower plants hold significant potential as a renewable energy source, 
their successful implementation requires a balanced approach that considers 
both economic viability and ecological sustainability. The gaps identified 
in the literature suggest that future research should focus on integrated 
methodologies that combine financial analysis, ecological impact studies, and 
community engagement strategies. Advancements in technology, coupled 
with supportive policy frameworks, will be essential to unlocking the full 
potential of SHPs as a key contributor to sustainable energy transitions in 
Turkey and beyond.
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1. Introduction

Today, exponential population growth and the intensification of industrial 
activities globally have led to a rapid increase in municipal and industrial 
waste production (Adamović et al. 2018; Chen, 2018-a; Osra et al. 2024). The 
increase in urban solid waste represents a significant environmental challenge 
in the current urbanization process. Population growth, urbanization, 
economic expansion, and improvements in living standards have accelerated 
the generation of solid waste in cities (Song & Zeng, 2015). The composition 
of urban solid waste is influenced by various factors such as urbanization 
and is highly diverse, containing many components that can contribute 
to environmental pollution and ecosystem degradation (Chen, 2018-b). 
Additionally, the sustainable management of materials such as plastics, 
metals, paper, cardboard, and organic matter within the waste is crucial for 
recycling and recovery efforts (Kassim, 2012; Troschinetz & Mihelcic, 2009). 
The improper management of solid waste hinders the recycling of valuable 
materials. At the same time, it contributes to increased greenhouse gas 
emissions and climate change, negatively affecting both human health and 
environmental sustainability (Hussain et al. 2015). These issues force local 
governments to bear substantial costs and develop sustainable solutions 
(Abarca-Guerrero et al. 2015).

The management of urban solid waste is a critical issue for both 
environmental and public health. Sustainable waste management primarily 
focuses on preventing waste generation, reducing waste volume, reusing 
materials, recycling, and recovery processes. The main objective of this 
hierarchical approach is to minimize the environmental impact of waste. 
However, once these processes are completed, the remaining urban solid 
waste must be safely disposed of in sanitary landfills (Williams, 2013; Chang & 
Pires, 2015). In some developing and underdeveloped countries, uncontrolled 
open dumping methods are still used in waste management, leading to 
serious environmental issues. Such dumping sites are associated with a range 
of negative environmental impacts (Hoornweg & Bhada-Tata, 2012).

Open dumping is a method where waste is deposited in sites lacking 
ground sealing and gas control, posing a threat to public health. This practice 
leads to groundwater contamination, soil degradation, and air pollution, 
damaging ecosystems. Additionally, the decomposition of organic waste 
in open dumping sites generates methane gas (CH4), and its uncontrolled 
accumulation increases the risk of explosions (Scharff & Jacobs, 2006). In 
sites where adequate ventilation is not provided, the ignition of this gas can 
result in sudden and dangerous explosions. These explosions pose serious 
risks to both environmental destruction and human health. In Saudi Arabia, 
open dumping practices still partially continue. A significant portion of the 
waste is disposed of in sites without proper engineering controls, presenting 
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environmental risks. Sustainable management of urban solid waste is essential 
for resource conservation and the reduction of greenhouse gas emissions 
(Zaman, 2015).

Sustainable urbanization not only aims to minimize the environmental 
impact of urban growth and development but also requires enhancing resource 
efficiency through the effective management of solid waste. In this context, 
reducing, recycling, and properly disposing of waste contribute to lowering 
the ecological footprint of cities, thereby supporting the preservation of social 
and environmental well-being (Song et al. 2015). The sustainability of cities 
is directly linked to the implementation of integrated waste management 
strategies and the principles of a circular economy.

There are numerous studies in the literature evaluating the environmental 
impacts of open dumping sites. A study conducted in 2024 highlights that the 
Kakia Open Dumping Site in Makkah has caused significant environmental 
pollution by negatively affecting groundwater, soil, and air quality. The 
research found that leachate from these sites contains essential elements 
such as calcium, magnesium, and sodium, as well as heavy metals like lead, 
cadmium, and chromium, which have seeped into the soil and groundwater, 
causing severe ecological damage. These findings emphasize the urgent need 
for the closure of open dumping sites and the implementation of appropriate 
rehabilitation processes to minimize the negative impacts on the environment 
and public health (Osra et al. 2024).

In their 2021 study, Talang and Sirivithayapakorn examine the 
environmental and financial impacts of traditional municipal solid waste 
(MSW) disposal methods, such as open burning and open dumping, across 
different income groups. The study concludes that integrated waste disposal 
scenarios (a combination of recycling, incineration, composting, and landfill 
processes) are recommended as the most optimal solutions from both 
environmental and financial perspectives (Talang & Sirivithayapakorn, 2021).

Another study conducted in 2022 examines the negative environmental 
and health impacts of open dumping sites. Open dumping sites contribute 
to environmental issues such as the leaching of harmful substances into 
groundwater, air pollution, and the spread of unpleasant odors, while also 
causing serious health problems, including cancer and respiratory diseases, 
among nearby residents. The study emphasizes the need for the closure of 
these sites and the implementation of appropriate waste management practices 
(Siddiqua et al. 2022).

In their 2022 study, Vaigunthan and Sewwandi mapped the environmental 
pollution risks caused by open dumping practices at the Karadiyana MSW site 
in Sri Lanka using Geographic Information Systems (GIS). The study found 
that the leachate from the open dumping site contained pollutants such as 
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phosphates and heavy metals, which spread into the soil and water sources. 
The results indicated that pollution from such dumpsites spreads both 
seasonally and geographically, highlighting the need for effective measures to 
ensure sustainable waste management (Vaigunthan & Sewwandi, 2022).

The aim of this study is to assess the perceptions of individuals living 
around the Kakia Open Dumping Site, their awareness of environmental 
pollution, and their concerns about its impacts. The research employs a survey 
method to collect and analyze the views of the local population regarding 
waste management processes and their effects on their quality of life. In 
doing so, the study aims to raise awareness of the negative impacts of open 
dumping practices on human health and the environment, while promoting 
the development of more sustainable approaches to waste management.

2. Materials and Methods

2.1. Site Description

Makkah is one of the cities that still practices open dumping for the 
disposal of MSW. The exponential growth in the population of this metropolis 
has resulted in the production of substantial amounts of MSW. An analysis 
of the rate at which MSW is produced in Makkah shows that during the Hajj 
season from 1994 to 2006, the rate of MSW creation per pilgrim was 2.05 kg 
per day, whereas for local residents it was 1.60 kg per person per day (Abdul 
Aziz et al. 2007). According to a previous research investigation, the rate 
of MSW generation was found to be 1.4 kg per person per day for the local 
community and 1.9 kg per pilgrim per day for pilgrims (Nizami et al. 2015). In 
addition, the amount of MSW produced in 2004 was documented to be 1.2 kg 
per day. This figure escalated to 1.5 kg per day in Riyadh city and 2 kg per day 
during the Hajj and Ramadan periods in Makkah City (MEP, 2005). 

The rate of MSW generation varied across different cities in Saudi Arabia. 
Major cities such as Riyadh, Makkah, Medina, Jeddah, Dammam, and Al-
Ahsa had a generation rate of 1.5 kg/day. Medium-sized population cities had 
a rate of 1.2 kg/day, while low-population cities and villages had a rate of 1.0 kg/
day (GCC, 2013). Furthermore, it is important to highlight that a substantial 
amount of 4500 tons of MSW is generated on a daily basis during the Hajj 
season (Osra et al. 2021). This MSW is mostly composed of organic materials 
and plastics (Mashat, 2014; Osra, 2017). After examining MSWM in Makkah, 
it was found that the historical method of disposing waste (dumping) was 
used at two primary locations. These locations are the Muasiam Site, which 
stopped operating in 2003, and the Kakia Site, which has been in operation 
since 2003 till now.

The Kakia Dumpsite is situated in the southwestern region of Makkah 
city, along the expansion of Aranah wadi. It is situated between longitudes 
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39◦47′60′′ and 39◦48′39′′ E, and latitudes 21◦15′53′′ and 21◦15′29′′ N. The 
Kakia Dumpsite is located in a valley encompassed by a cluster of mountains 
(Osra, 2020). The subsurface sand deposits have a depth of roughly 12 meters. 
The estimated area of the Kakia Dumpsite is approximately 452,489 square 
meters, and the increased area now covers 1,077,188 square meters. The 
expected duration of its functioning is seven years. The site has a maximum 
elevation of 10 meters above the ground surface and does not have a liner or a 
gas and leachate collection system. Every day, it receives an average of around 
3100 tons of solid garbage, which tends to increase during Hajj and the month 
of Ramadan.

Furthermore, the Kakia Dumpsite is encompassed by highways and 
different facilities, including residential, health, sports, industrial, and 
educational institutions. These activities are primarily focused in the eastern 
vicinity and in close proximity to the dumping site. These facilities consist of 
residential areas, ready-mix concrete plants, hospitals, educational facilities, 
scrap collection sites, sports centers, vehicle maintenance shops, showroom 
centers, and a stadium (Figure 1). Due to these factors, it is crucially important 
to manage MSW in a manner that does not cause harm to the environment 
and public health.

Figure 1. Kakia Open Dumping Site and land-use map showing the major activities 
that take place around the dump
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2.2. Questionnaire Study

A total of 100 questionnaires were interviewed with the residents around 
Kakia Dumping Site, to determine the major trends and opinions about 
the adverse environmental impacts of the concerned site. In general, the 
questionnaire survey was conducted during October 2022, the questionnaires 
were composed of 15 points (Table 1). The answers were directly given by the 
respondents, according to their living conditions around Kakia Dumping Site.

Table 1. Environmental questionnaire about the potential threats around Kakia Open 
Dumping Site.

Question-1 Duration of 
living in the residential 
community  near Kakia 
Dumping Site ? 
a) Less than 1 year 
b) 2-3 years  
c)More than 3 years 

Question-2 Approximate 
distance between 
residential community 
and Kakia Dumping Site? 
a) Less than 1 km 
b) 2-3 km 
c) More than 3 km 

Question-3 Are you 
affected by Kakia 
Dumping Site? 
a) Yes 
b) No

Question-4 What are the 
harmful effects? 
a) Air pollution 
b) Noise 
c) Soil Pollution 
d) Others

Question-5 Are there 
sensitive facilities in the 
vicinity of Kakia Dumping 
Site? 
a) Yes 
b) No

Question-6 Are there 
industries adjacent to the 
Kakia Dumping Site? 
 
a) Yes 
b) No

Question-7 Are the 
odors emanating from 
Kakia Dumping Site 
noticeable? 
a) Yes 
b) No

Question-8 Are the odors 
emanating from Kakia 
Dumping Site regular? 
a) Yes 
b) No

Question-9 Are the odors 
emanating from Kakia 
Dumping Site continuous? 
a) Yes 
b) No

Question-10 Is there 
dust in the residential 
community? 
a) Yes 
b) No

Question-11 Do you 
believe that odors are 
associated with the 
seasons of the year? 
a) Yes 
b) No

Question-12 What is the 
season associated with 
odors? 
a) Summer 
b) Winter 
c) Others

Question-13 What are 
the peak times of dust? 
a) Early morning 
b) Morning 
c) Afternoon 
d) Evening

Question-14 Have you 
thought about migrating 
the residential community 
as a result of odors? 
a) Yes 
b) No

Question-15 Did you 
introduce a complaint 
dues to odors?    
a) Yes 
b) No

The survey was composed of 15 multiple-choice items, with each item 
having only one correct choice. The items mainly concerned the respondent’s 
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understanding of environmental issues and environmental knowledge. The 
interviews were conducted through face-to-face consultations. After collection 
of the questionnaire data, the statistical analysis was executed.

3. Results and Discussion

Duration of living in the residential community near Kakia Dumping Site: It 
is estimated that a major component of 44% of residents living around the Kakia 
Dumping Site have been there for less than 1 year, while 35% have lived there for 
about 2-3 years, and 21% have lived there for more than 3 years (Figure 2).

Figure 2. Environmental questionnaire about the potential threats around Kakia Open 
Dumping Site.

Approximate distance between the residential community and Kakia 
Dumping Site: It has been found that a major fraction of residents (63%) in 
residential communities live at a distance less than 1 km from the Kakia 
Dumping Site, while 32% live at a distance ranging from 2-3 km, and 5% live 
at a distance greater than 3 km (Figure 3).

Figure 3. Approximate distance between residential community and Kakia Open 
Dumping Site.
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Adverse impacts of Kakia Dumping Site on surrounding residential 
communities: It has been found that a major fraction of residents (95%) living 
in residential communities were affected by the Kakia Dumping Site, while 
5% were not affected by the Kakia Dumping Site (Figure 4).

Figure 4. Rate of impact of Kakia Open Dumping Site on the surrounding residential 
communities.

Type of environmental impact of Kakia Dumping Site on surrounding 
residential communities: It has been found that a major fraction of residents 
(92%) living in residential communities were affected by the Kakia Dumping 
Site through air pollution, while 3% were impacted by noise levels, and 2% 
were affected by soil pollution (Figure 5).

Figure 5. Type of environmental impact of Kakia Open Dumping Site on surrounding 
residential communities.
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Regarding the presence of sensitive facilities near the Kakia Dumping 
Site, a significant majority (94%) confirm their existence, while 6% do not. 
(Figure 6).

Figure 6. Presence of sensitive facilities near Kakia Open Dumping Site.

Regarding the presence of industries near the Kakia Dumping Site, a 
significant majority (69%) confirm the presence of industries, while 31% do 
not (Figure 7).

Figure 7. Presence of industries near Kakia Open Dumping Site.

Noticeable odors emanating from Kakia Dumping Site: It is found to be 
a major fraction (95%) states the presence of odors, and a rate of 5% does not 
state that (Figure 8).
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Figure 8. Presence of noticeable odors emanating from Kakia Open Dumping Site.

The regularity of noticeable odors emanating from the residents of 
Al-Kakia Dumping Site: It was found that a significant percentage of the 
population (78%) indicated that the odors occur regularly, while a percentage 
(22%) of the population perceived the odors as irregular in occurrence (Figure 
9).

Figure 9. Regularity of noticeable odors emanating from Kakia Open Dumping Site.

Continuity The continuity of noticeable odors emanating from the Kakia 
Dumping Site: It was found that a significant percentage of the population 
(63%) perceives the odors as continuous in occurrence, while a percentage 
(37%) of the population sees the odors as non-continuous in occurrence 
(Figure 10).
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Figure 10. Continuity of noticeable odors emanating from Kakia Open Dumping Site.

Presence of dust in the residential plan: It was found that a significant 
percentage of the residents (99%) confirm the presence of dust in the residential 
plan, while 1% of the residents deny it. (Figure 11).

Figure 11. Presence of dust in the residential community.

Relation The relationship between the odors emanating from Kakia 
Dumping Site and the seasons: It was found that 68% of the population believes 
that there is a connection between the presence of odors and the seasons, while 
32% do not see a connection between the odors and the seasons. (Figure 12).
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Figure 12. Relation between generated odors from Kakia Open Dumping Site and 
seasons.

Season and the generated odors from Kakia Dumping Site: It is found 
that a major fraction (68%) were not unified about the concerned season of 
odors, 26% agreed with the summer season which represents the maximum 
generated odors, and a rate of 6% was stated winter season equivalent to the 
maximum generated odors (Figure 13).

Figure 13. Season and the generated odors from Kakia Open Dumping Site.

Peak times of dust around the Kakia Dumping Site: A significant majority 
(73%) reported that dust is concentrated in the afternoon around the Kakia 
Dumping Site, with 20% mentioning evening times, 4% in the morning, and 
3% in the early morning. (Figure 14).
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Figure 14. Peak times of dust around Kakia Open Dumping Site.

Probable migration of residents due to the odors emanating from the 
Kakia Dumping Site: a significant portion (57%) expressed the possibility of 
migration due to the odors generated from the Kakia Dumping Site, while 
43% indicated their intention to stay in residential communities despite the 
odors. (Figure 15).

Figure 15.  Probable migration of residents due to generated                                                           
odors from Kakia Open Dumping Site.

Introducing a complaint to governmental authorities about the Kakia 
Dumping Site: It was found that a significant majority (64%) had not submitted 
a complaint to governmental authorities regarding the Kakia Dumping Site, 
while 36% had already submitted a complaint. (Figure 16).
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Figure 16. Introducing a complaint to the governmental                                                                       
bodies about Kakia Open Dumping Site.

4. Conclusions

A total of 100 questionnaires were interviewed with the residents around 
Kakia Dumping Site, to determine the major trend and opinion about 
the adverse environmental impacts of the concerned site. In general, the 
questionnaire survey was conducted during October 2022, the questionnaires 
were composed of 15 points. The answers were directly given by the 
respondents, according to their living conditions around Kakia Dumping Site. 

The items mainly concerned the respondent’s understanding of 
environmental surrounding issues and knowledge. The interviews were 
conducted through face-to-face consultations. After collection of the 
questionnaire data, the statistical analysis was executed, to display the data in 
an understandable form.

The findings of this study underscore the significant environmental 
and health challenges posed by the Kakia Open Dumping Site, particularly 
as experienced by the local residents. Residents (37%) live within farthest 3 
km of the dumping site, with 92% reporting negative impacts from the site, 
predominantly due to air pollution. The majority of respondents (95%) also 
reported  unpleasant odors originating from the site, with 78% stating that 
these odors occur regularly. Additionally, 99% of respondents reported dust 
emissions from the site’s activities, with peak dust times occurring mostly in 
the afternoon (73%).

The proximity of sensitive facilities and industries near the Kakia 
Dumping Site was noted by 94% of respondents. A considerable portion of the 
community (57%) expressed a desire to migrate due to these environmental 
issues, while others (43%) preferred rehabilitation measures to improve 
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living conditions. Notably, 36% of respondents have submitted complaints 
to government bodies regarding the dumping site, highlighting the growing 
concern among residents.

These results emphasize the urgent need for sustainable waste 
management solutions and rehabilitation efforts at the Kakia Open Dumping 
Site to mitigate its environmental and public health impacts. It is essential to 
implement effective measures for controlling leachate, air pollution, odor, and 
dust emissions to safeguard the quality of life of the local population.
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1. INTRODUCTION

Concrete is a building material formed by mixing sand, gravel (or crushed 
stone, lightweight aggregate, etc.), cement, minerals, chemical admixtures 
and water. When these materials are combined in certain calculated ratios, 
a plastic material that can take the desired shape in moulds is obtained. One 
of the most important features of concrete that makes it different from and 
superior to other materials used in the construction industry is its plastic 
consistency that enables it to be given the desired shape. Concrete sets shortly 
after mixing and pouring into the mould and gains strength over time (Ersoy 
and Özcebe,2001).

Studies were carried out to determine the calculation criteria for 
reinforced concrete structures and the first regulations were published in 
Germany in 1904 and in France in 1906. In our country, the implementation 
of the regulation begins with the use of the German Reinforced Concrete 
Regulation. The regulation prepared by the Turkish Bridge and Construction 
Society in 1953 was published again in 1953 and 1962 with some changes. 
TS 500: Regulation on Calculation and Construction Rules of Reinforced 
Concrete Structures, prepared by the Turkish Standards Institute, has been 
valid since 1975. The current regulation is the TS 500–2000 regulation, the 
last edition of which was published in 2000 (Celeb and Kumbasar, 2001). In 
addition to TS 500, the Turkish Earthquake Regulation is also implemented 
in our country. 

The main criterion for the quality of concrete is the compressive strength 
of the concrete. In the studies conducted on concrete, the relationships between 
the compressive strength of concrete and various properties of the material 
were investigated and it was observed that other mechanical properties of 
concrete had the same tendency as the compressive strength (Erdal, 2002). 
However, when various environmental conditions come into play, in addition 
to compressive strength, the energy absorption capacity of concrete also 
comes to the fore. Especially in our country, which is an earthquake country, 
due to the adverse environmental conditions to which the structures will be 
exposed, the production of additives such as fibre as well as reinforcement in 
concrete gains great importance. Among these fibres, the fibres that give the 
most effective results consist of steel and polypropylene. 

In this study, a general evaluation was made regarding the various fibers 
used in concrete.

1.1. Literature Research

Sümer (2012) investigated the effects of the use of silica fume, an industrial 
waste material, in on-site concrete on concrete properties and investigated 
the effects on concrete properties by adding polypropylene fibre to improve 
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the negative effects of silica fume on concrete. Changes in compressive strength 
were observed when polypropylene fiber was added to concrete. Determination of 
compressive strength of concretes containing 10% silica fume reinforced with 0.1%, 
0.5% and 1% polypropylene fiber was made on 28-day cube samples. As the amount of 
polypropylene fiber and silica fume increased, their compressive strength increased. 
The compressive strengths of 5% and 10% silica fume admixed concretes increased by 
approximately 23% and 35%, respectively, compared to traditional concrete.

In the study conducted by Aryan (2014) 216 g polypropylene fiber was used for the 
beam of 600 g/m3 and 303 g polypropylene fiber was used for the beam of 840 g/m3. 
The material weight of fine aggregate with a grain diameter of 4-12 mm is 293 kg, the 
mixing ratio is 15, the apparent specific gravity is 2.71 t/m3 and the water absorption rate 
is 0.29%. C20 class concrete was used in the study and 12 mm long polypropylene fibers 
were used. S420 class ribbed reinforcement was used, and 3f12 flexural reinforcement 
and 2f12 compression reinforcement were used in the beams. The test specimens are 2 m 
long and have a cross-section of 0.20 x 0.30 m. The results obtained in this experiment are 
given in Table 1.

Table 1. Experimental results (Aryan, 2014)

Sample name
Yield 
load
(kN)

Yield load 
difference 

(%)

Maximum 
displacement

(mm)

Maximum 
displacement 

difference
(%)

Energy 
absorption 

capacity
(kN.mm)

Energy 
absorption 

capacity 
difference
(kN.mm)

Ductility 
coefficient

Ductility 
coefficient 
difference

(%)

Reinforced 
Concrete-RF 168.0 1 66.00 1 9912 1 4.71 1

Reinforced 
Concrete-P1 154.0 -9.09 70.00 +6.06 10076 +1.65 5.83 +23.77

Reinforced 
Concrete-P2 152.0 -10.52 65.00 -1.52 10329 +4.20 5.91 +25.48

In this comparison, the energy absorption capacity and ductility coefficient of 
reinforced concrete reference beams (P1, P2) were lower than the reinforced concrete 
beams with polypropylene fiber reinforcement. While the energy absorption capacity 
and ductility coefficient of reinforced concrete reference beams are 9912 kN/mm and 
4.71, respectively, the energy absorption capacity and ductility coefficient of reinforced 
concrete beams with polypropylene fiber additive (P1, P2) are 10076 kN/mm and 
5.83, 10329 kN/mm and 5.90, respectively. It was observed that the energy absorption 
capacity and ductility coefficient of the reinforced concrete reference beams were 2% 
lower and 23% lower, respectively, than the P1 polypropylene fiber reinforced reinforced 
concrete beams, while the energy absorption capacity and ductility coefficient were 
4% and 25% lower, respectively, than the P2 polypropylene fiber reinforced reinforced 
concrete beams. According to these results (P1, P2), it was concluded that polypropylene 
fiber reinforced reinforced concrete beams are more ductile and their earthquake 
performance is better.
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In the study conducted by Erdem (2019) 6 beams with the same properties 
were produced. Two different reinforcement ratios and three different concrete 
types were used in these beams. The reference beams of the study were 
produced with conventional C30/37 concrete, while the other beams in the 
study were produced using ultra-high strength concrete (average compressive 
strength 155 MPa) from the same matrix but containing different steel fibers. 
The test specimens were tested in a four-point bending setup, the strength and 
behavior of the test specimens under bending loads, their stiffness and ductility 
were examined, and the differences between the fracture mechanisms of the 
beams were observed. The findings obtained were analysed and presented 
comparatively. The results obtained are shown in Table 2.

Table 2.  Initial and yield stiffnesses of beams (Erdem, 2019)

Specimen 
name

Initial 
crack  
load
(kN)

Initial crack  
displacement

(mm)

Yield 
load
(kN)

Yield 
displacement

(mm)

Initial 
Stiffness

(kN/mm)

Yield 
Stiffness

(kN/mm)

K-01 16.30 3.24 66.45 19.53 5.03 3.40
K-02 17.00 1.91 124.01 24.58 8.90 5.05
K-03 42.05 4.41 92.53 16.13 9.54 5.74
K-04 40.90 5.48 151.20 26.87 7.46 5.63
K-05 38.01 5.33 93.53 19.87 7.13 4.71
K-06 47.12 6.56 148.06 27.83 7.18 5.32

Otuzbir (2020) investigated the behavior of beams produced with steel 
and glass fiber polymer reinforced ultra-high performance concrete under 
bending effect. Compressive strength, flexural strength, elasticity modulus 
and energy absorption capacity of beams of ultra-high performance concretes 
were determined. Two different types of reinforcement placement modeled 
real-size beam specimens were produced.  Steel fiber was used in the 
production of ultra-high performance concretes. It has been observed that 
the strength and fracture energy of glass fiber polymer reinforced beams 
produced with Ultra High Performance Concrete decrease under the bending 
effect compared to beams produced with steel reinforcement.

2. MOST USED FIBERS IN CONCRETE

Steel fiber and polypropylene fibers are most commonly used in 
reinforced concrete beams. Steel fibers significantly increase load carrying 
capacity. Polypropylene fibers significantly increase strength, ductility and 
energy absorption capacity. While glass fiber reduces fracture energy, it also 
reduces strength. Fibre materials increase the strength but negatively affect 
the fracture threshold (Kakooei, Akil, Jamshidi, & Rouhi, 2012; Kizilkanat, 
Kabay, Akyüncü, Chowdhury, & Akça, 2015; Song & Hwang, 2004; Ünal, 
Cengiz, & Kamanlı, 2021; Van Chanh, 2004). 
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These additives added to reinforced concrete elements are widely used 
today. Every additive has its positive aspects as well as its negative aspects. 
Our country, the majority of which is located in an earthquake zone, is 
turning to reinforced concrete structures that are advanced in terms of energy 
absorption and ductility. Research and experiments show that polypropylene 
fiber and steel fiber give positive effects. The significant increase in strength, 
energy absorption and ductility of polypropylene fibers has accelerated the 
preference for these fibers. 

The method and time of use of additives are very important. For this 
reason, additives are added to the concrete together with the aggregate. A 
homogeneous distribution is aimed in fiber-reinforced concrete. 

2.1. Steel fiber 

Steel fibers of different types and properties are used in the reinforcement 
of concrete and mortar. Steel fibers, which gained importance after 1970, 
exhibit different properties in terms of mechanical properties, tensile 
strength, adherence, tension and absorption abilities because they are 
produced differently in terms of shape, size and surface structure (Thomas & 
Ramaswamy, 2007). 

Steel fiber reinforced concrete is a mixed reinforced concrete in which steel 
fibers are regularly distributed in three dimensions into the concrete paste. It 
has been observed that steel fibers increase the characteristic properties of 
concrete such as crack resistance, ductility and permeability. The quality of 
fiber-reinforced concrete varies depending on the slenderness ratio and dosage 
of steel fibers used as additives. Depending on the selected design method, 
steel fiber reinforced concrete should also be selected. The most important 
parameters to be selected in this design method are structural safety and 
ductility behavior. Steel fibers act as a connection between micro cracks that 
begin to form as a result of shrinkage in fresh concrete paste, spreading the 
internal forces throughout the structure and preventing the cracks from 
spreading and growing under the applied loads. It prevents the concrete from 
losing its strength and deteriorating its structure due to its energy absorption 
abilities against dynamic loads such as sudden earthquakes, in addition to 
external loads (Song & Hwang, 2004; Van Chanh, 2004). 

2.1.1. Properties of steel fiber

• Flexural strength and energy absorption capacity (toughness): The most 
important purpose of steel fibers is to increase the energy absorption capacity 
of the concrete after the crack that will occur and to reduce the bending 
strength to a certain limit value. 

• Crack control: Steel fibers prevent crack propagation by transferring 
cracks with their interconnected mixture structure. 
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 • Shock resistance: Steel fibers increase impact resistance thanks to their 
homogeneous distribution within the concrete paste.

• Elimination of surface swelling: In reinforced concrete structures 
designed with small diameter fibers compared to the concrete dimensions, 
discontinuous reinforcement system and high surface/volume ratio and 
classical iron reinforcement, swelling due to corrosion does not occur.

2.1.2. Important factors in steel fiber usage

• Concrete quality and structure for the designs of steel fiber reinforced 
concrete are included in TS 10514. Accordingly, the minimum cement dosage 
should be 320 kg/m3 and the maximum water/cement ratio should be 0.55.

• The amount of sand should be between 40-45% of the total aggregate 
weight (750 kg/m3 –850 kg/m3).

• The maximum grain size should not exceed the limit values   of 28 mm 
for natural aggregates and 32 mm for crushed stones. The proportion of 
aggregate with a grain size larger than 14 mm should be between the limit 
values   of 15-20%.

• The compressive strength of the concrete should not be lower than 20 
N/mm2.

• To increase the workability of concrete, fluidity enhancing additives are used.

2.2. Polypropylene fiber

Polypropylene fibers are a derivative of petroleum and are an organic 
material widely used in the construction industry due to their physical and 
chemical properties. It is widely used all over the world to micro-reinforce 
inorganic binders such as cement and gypsum and organic binders such as 
bitumen and to improve their durability properties.  The most important 
feature of polypropylene fibers in concrete is to control cracking due to plastic 
shrinkage that occurs within the first few hours of pouring the concrete. 
Polypropylene fibers are a micro reinforcement system used for concrete, 
plaster, screed, gypsum, bitumen and precast applications. Polypropylene 
fibers are produced in a wide variety of sizes (Sun & Xu, 2009).

2.2.1. Properties of polypropylene fiber

Polypropylene fibers;

•   Reduces shrinkage cracks in concrete, 

•   It reinforces the concrete in three dimensions,

•   It reduces segregation,

•   It makes the concrete ductile and reduces its permeability, 
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•   Increases the impact resistance of concrete, 

•   Increases the compressive and flexural strength of concrete, 

• It is not affected by acids and bases and delays the corrosion and rust of 
the reinforcement, 

•  It prevents concrete from breaking up and disintegrating, 

•  Structures are less damaged in earthquakes and the risk of collapse is 
reduced,

• Increases the durability of concrete and prevents swelling of concrete 
in molds,

•    It increases fatigue strength and increases the service life of concrete,

•     Increases resistance to corrosive chemicals,

•    Prevents surface wear, chipping and flaking.

2.2.2. Application areas of polypropylene fibers

• Field Concretes and Screed Applications: This is the application 
area where polypropylene fibers are most widely preferred. It is the most 
economical and practical method to prevent plastic shrinkage, plastic collapse 
and shrinkage cracking. In addition, it provides surface abrasion resistance. 
Flaking and crumbling are eliminated. Allows for minimum thinness screed 
pouring. In addition, it is used as a secondary reinforcement system instead of 
mesh reinforcement which is not used as a carrier.

• Structural Load-Bearing Reinforced Concrete Systems: In systems 
such as columns and beams of prefabricated and traditional structures, 
polypropylene fibers work parallel to the stirrups, slightly increasing the 
energy absorption capacity of the structure against sudden and severe impact 
loads such as earthquakes. 

• Repair and Adhesive Mortars: When Polypropylene fiber is used in repair 
mortars and fillers, which are widely used to eliminate construction defects, 
the durability of the composite material obtained will increase and shrinkage 
problems will be eliminated. Polypropylene fibers can be used instead of flax, 
straw, goat hair, etc. in special mixture mortars prepared for the renovation of 
historical buildings. Polypropylene fibers also increase adherence in bonding 
polystyrene sheet systems for sheathing purposes.

• Structural Prefabricated Elements: It is possible to prevent breakages, 
deterioration in surface quality, collapse problems and thermal cracks caused 
by curing that occur during demoulding of reinforced concrete pipes, precast 
facade cladding elements, copings, sills and jambs and prefabricated building 
elements by using polypropylene fibers.
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• Bituminous Mixtures: Polypropylene fibers are used for modification 
purposes in bituminous mixtures and asphalt applications to eliminate the 
brittleness of the mixtures at low temperatures. 

• Sprayed Concrete: Fall-back, which is the biggest cost factor in shotcrete 
applications, can be reduced to 5% with the use of polypropylene fibers.

• Polypropylene fibers increase the ability of concrete to adhere to the 
surface, while providing rebound and splash control from the surface. It 
provides ease of application to the operator by providing homogeneous and 
continuous material flow. Reduces sagging and scattering in slope, vertical 
and overhead applications (Ahmed, Ali, & Zidan, 2020; Bei-Xing, Ming-
xiang, Fang, & Lu-ping, 2004).

Aryan (2014) strengthened a reinforced concrete beam with polypropylene 
fiber and subjected it to load. The yield strength of the reinforced concrete 
RF beam is higher than the reinforced concrete P1 beam, and the P1 beam 
is higher than the P2 beam. The energy absorption capacity and ductility 
coefficient of the reinforced concrete reference beams are 2% lower and 23% 
lower, respectively, than the P1 polypropylene fiber reinforced reinforced 
concrete beams. It was also observed that the energy absorption capacity 
and ductility coefficient of the reference beams are 4% lower and 25% lower, 
respectively, than the P2 polypropylene fiber reinforced reinforced concrete 
beams. 

In this comparison, the energy absorption capacity and ductility coefficient 
of reinforced concrete reference beams (P1, P2) were lower than the energy 
absorption capacity and ductility coefficient of reinforced concrete beams 
with polypropylene fiber reinforcement. While the energy absorption capacity 
and ductility coefficient of reinforced concrete reference beams are 9912 
kN.mm and 4.71, respectively, the energy absorption capacity and ductility 
coefficient of reinforced concrete beams with polypropylene fiber additive 
(P1, P2) are 10076 kN.mm and 5.83, 10329 kN.mm and 5.90, respectively. The 
energy absorption capacity and ductility coefficient of the reinforced concrete 
reference beams were 2% and 23% lower than the P1 polypropylene fiber 
reinforced concrete beams, while the energy absorption capacity and ductility 
coefficient were 4% and 25% lower than the P2 polypropylene fiber reinforced 
concrete beams. According to these results (P1, P2), it was concluded that 
polypropylene fiber reinforced reinforced concrete beams are more ductile 
and their earthquake performance is better.

2.3. Glass fiber

The production of thread and various products made from glass dates 
back to ancient times. Glass fiber was produced by R. F. de Reaumur in 1734, 
but its production in a factory was realized in the late 18th century. In 1935, 
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Owens-Illinois Glass Co. of Newark produced glass fibres fine enough to be 
spun into yarn and woven. It was first used in the aerospace industry in 1942 
as a reinforced composite material. High strength glass fiber (S-type) was first 
used in the early 1960s as a result of the joint work of O. Corning Textile 
Products and the US Air Force. By 1968, S-2 type glass fiber began to find use 
in a wide variety of commercial applications. Later, with the development of 
many fiber spinning methods, the production of glass fibers increased rapidly. 
This rate reached 2.9 million tons/year in the 2000s (Morampudi, Namala, 
Gajjela, Barath, & Prudhvi, 2021; Özdemir, Mecit, Seventekin, & Öktem, 
2006). 

2.3.1. Properties of glass fiber

Glass fibers are transparent and have smooth surfaces. They are also 
circular in cross-section. Their fineness varies between 2 and 13 μ. The surface 
of 1 kg of glass fiber with a thickness of 6μ is 280 m2. Glass fibers are known for 
their high strength and their tenacity generally varies between 6-7.3 gr/denier. 
However, the strength of thin fibers is better than that of thick fibers. Their 
elongation percentage at break is around 2%, which is quite low compared to 
other fibers. However, for type C fibers this rate can be as high as 3-4%. Their 
density is 2.5-2.7 g/cm3. 1 denier is the weight in grams of 9000 meters of 
yarn. The specific gravity of wool glass made from glass fibers is around 0.025 
g/cm3, which is considered low compared to normal glass fibers. Because 
these fibers contain large volumes of air. The amount of moisture contained 
in glass fibers is between 0.13-0.8%. Humidity affects the strength of glass 
fiber. The strength of glass fibers decreases with the increase in temperature 
of the environment in which they are located. The elastic modulus of uncured 
silicate glass fibers ranges from about 52 GPa to 87 GPa. When the fiber is 
heated, the modulus of elasticity gradually increases. Glass fibers do not burn, 
but they melt at around 1150 °C. They are resistant to acids but are affected 
by hot hydrofluoric acid and phosphoric acid. They are also adversely affected 
by concentrated bases and hot base solutions. They are not affected by many 
organic solvents, bacteria, moths and microorganisms. They do not conduct 
electricity and heat. The load-deflection relationship of a glass fiber is shown 
as an example in Figure 2 (Özdemir et al., 2006).
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Figure 2. Example of load-deflection relationship of a glass fiber (Mecid ve ark., 2006).

2.3.2. Usage areas of glass fibers

• A type fiberglass – It is a type of glass fiber obtained from the recycling 
of scrap glass and does not have much alkali resistance.

 • E type fiberglass – It is an alkali-free aluminum boron silicate glass. It is 
the first discovered and most produced type of glass fiber in the world. Chloride 
ions can melt its surface. They do not melt at high temperatures but soften.

• S type fiberglass – It is a solid glass fiber with high breaking strength.

• C type fiberglass – It is a type of glass fiber that is resistant to chemicals.

• T type fiberglass – It is the North American counterpart to C fiberglass. 

• AR type fiberglass – While other types of glass fiber are water soluble 
and affected by pH changes, AR Glass Fiber has high alkali resistance and is 
therefore the most preferred in concrete production. (Ahmad et al., 2022).

The type of glass fiber used as reinforcement in the construction industry 
is AR type glass fiber. AR stands for “Alkali Resistant”. It is undesirable to use 
other types of glass fiber in concrete production (Özdemir et al., 2006).

3. CONCLUSIONS AND RECOMMENDATIONS

3.1. Conclusions

Concrete is a material with a very wide range of construction applications. 
However, as concrete is a brittle material, in some applications it may be 
necessary to support it with other materials. Fibers are added to concrete to 
create a more ductile structures. The use of fibers in concrete is extremely 
important in terms of reducing shrinkage cracks in concrete, reducing 
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segregation, protecting the concrete against impacts, and increasing the 
energy absorption capacity of the structure against sudden and severe impact 
loads such as earthquakes. The results of the research are given below.

 Since Türkiye is located on one of the world’s major earthquake zones, 
it is frequently exposed to devastating earthquakes. Investigations after 
earthquakes in recent years have shown that most of the buildings were 
destroyed or damaged due to reasons such as not being built in accordance 
with the current regulations of the period in which they were built, lack of 
materials, and non-compliance with the project. It is seen that the majority 
of the buildings that are not damaged and are still in use do not meet today’s 
regulations and are at risk of collapse in severe earthquakes. For this reason, 
many additives are used in reinforced concrete structural elements. These 
additives have positive as well as negative properties.

While steel fiber was observed to increase the load bearing capacity the 
most, it was also observed to reduce the initial crack load in some cases. It was 
found that polypropylene fiber significantly increased strength and ductility, 
but its load carrying capacity remained lower than that of steel and glass 
fibers. Silica fume also reduces the porous structure in reinforced concrete 
and increases strength and ductility, and it has been observed that if added in 
excess, it reduces strength. 

• As a result of the examination carried out on reinforced concrete 
structures, it was observed that polypropylene fibers increased the energy 
absorption capacity by 4% and the ductility coefficient by 25%. The addition 
of polypropylene fibres has been shown to prevent concrete from dispersing 
and crumbling. It has been determined that buildings are less damaged in 
earthquakes and the risk of collapse is reduced.

•  Although glass fiber has a tensile strength approximately 3 times 
higher than steel reinforcement due to its polymer material structure, its 
unit deformation is approximately 5-6 times lower than steel reinforcement. 
Glass fiber reinforced reinforced concrete beams had a negative effect on yield 
stiffness. It was observed that it positively affected the “first crack load” and 
“displacement” and also contributed significantly to the strength, but it was also 
understood that it decreased the strength with the increase in temperature.

3.2. Recommendations

As a result of this examination, it is seen that the use of fibers in concrete 
would be beneficial. It is expected that the use of steel fibre and glass fibre 
together will give good results in terms of energy absorption capacity and 
ductility. It is anticipated that the use of polypropylene fiber and silica fume 
in the same mixture will positively affect strength, ductility and load carrying 
capacity. 
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INTRODUCTION

High blood sugar levels are a hallmark of diabetes, a chronic illness 
brought on by the body’s incapacity to make or utilize insulin efficiently. 
Diabetes is classified into two primary types: type 1, where the body fails to 
produce insulin, and type 2, where the body cannot effectively use the insulin 
it produces (World Health Organization, 2021). Millions of individuals 
worldwide are impacted by this critical public health issue, with an estimated 
463 million adults living with diabetes in 2019, a number that is projected to 
rise to 700 million by 2045 (International Diabetes Federation, 2020). Diabetes 
may result in substantial complications such as heart disease, stroke, renal 
failure, and nerve damage, significantly increasing mortality and morbidity 
rates (World Health Organization, 2021; International Diabetes Federation, 
2020).

The global prevalence of diabetes has been steadily rising over the past 
few decades, with the highest increase observed in low- and middle-income 
countries. In these regions, the rapid pace of urbanization and changes in 
dietary habits, combined with limited access to healthcare resources, have 
contributed to a surge in diabetes cases (NCD Risk Factor Collaboration, 2016). 
According to the Centers for Disease Control and Prevention (CDC), in 2019 
alone, approximately 34.2 million people in the United States had diabetes, 
accounting for over 10% of the population (CDC, 2020). Furthermore, 
diabetes has become a leading cause of disability and reduced quality of life 
globally, often resulting in complications such as amputations, vision loss, 
and cardiovascular diseases (Einarson et al., 2018). Einarson and colleagues 
(2018) conducted a systematic literature review and found that the prevalence 
of cardiovascular disease in individuals with type 2 diabetes is significantly 
higher, which underlines the importance of effective management and early 
diagnosis.

The economic burden of diabetes is also substantial. In 2017, the global 
cost of diabetes was estimated at USD 727 billion, primarily due to the 
expenses associated with managing complications and lost productivity 
(International Diabetes Federation, 2020). With the increasing prevalence 
and the associated healthcare costs, diabetes poses a significant challenge 
to public health systems worldwide (NCD Risk Factor Collaboration, 
2016). To avoid these complications and enhance patient outcomes, early 
diagnosis and implementation of optimal diabetes treatment are critical 
(American Diabetes Association, 2020). Effective management includes 
lifestyle modifications, medication adherence, and regular monitoring of 
blood glucose levels to prevent complications (Hahr & Molitch, 2015). The 
American Diabetes Association (2020) recommends a multifaceted approach 
to diabetes care, including dietary changes, increased physical activity, and 
medication management. Hahr and Molitch (2015) further highlight that 
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patients with comorbid conditions, such as chronic kidney disease, require 
tailored treatment strategies to minimize risks and improve outcomes.

Early detection is crucial, as many patients remain asymptomatic until 
the disease has progressed to an advanced stage (Einarson et al., 2018). Regular 
screening, particularly for high-risk populations, can significantly reduce the 
likelihood of complications and improve prognosis (Smith et al., 2019). Smith 
and colleagues (2019) emphasize the importance of utilizing implementation 
science to improve diabetes management in primary care settings, suggesting 
that structured protocols and health technology can play a pivotal role in 
enhancing care quality.

Through the analysis of enormous datasets of characteristics linked to 
health, machine learning approaches have shown considerable potential in 
the prediction and management of diabetes. To create prediction models for 
diabetes, prior research has used a variety of machine learning methods, such 
as decision trees, support vector machines, and neural networks (Choi et al., 
2017; Kavakiotis et al., 2017; Abhari et al., 2019; Cho et al., 2016). These models 
can analyze complex and multidimensional health data, which often include 
demographic factors, lifestyle habits, genetic information, and laboratory 
test results, to identify patterns that may not be apparent through traditional 
statistical methods (Chen et al., 2018).

For instance, Choi et al. (2017) demonstrated that recurrent neural 
network models are highly effective in predicting the onset of heart failure 
in patients with type 2 diabetes, using longitudinal electronic health records. 
Similarly, Kavakiotis et al. (2017) conducted a comprehensive review of 
machine learning techniques used in diabetes research and identified support 
vector machines and decision trees as two of the most commonly used models, 
owing to their ability to handle both linear and non-linear relationships in 
data.

By combining the capabilities of multiple weak learners, ensemble learning 
methods such as the Gradient Boosting Classifier have proven very successful 
in increasing the accuracy and durability of predictive models (Friedman, 
2001). Gradient boosting involves the iterative training of decision trees, where 
each tree corrects the errors of the previous one, resulting in a robust model 
that is less prone to overfitting (Friedman, 2001; Chen & Guestrin, 2016). 
Chen and Guestrin (2016) introduced the XGBoost framework, a scalable and 
efficient implementation of gradient boosting, which has been widely adopted 
in predictive modeling for diabetes due to its ability to handle missing data 
and produce high accuracy results.

In recent years, hybrid models that integrate traditional machine learning 
with deep learning techniques have further improved the sensitivity and 
specificity of diabetes prediction models (Miotto et al., 2016; Razavian et al., 
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2015). Miotto et al. (2016) proposed the Deep Patient model, which leverages 
unsupervised deep learning to extract complex features from electronic 
health records, enhancing the prediction of future disease risks. This model 
has shown promise in identifying high-risk patients who may benefit from 
more intensive monitoring and intervention.

The integration of machine learning into diabetes care has significant 
implications for personalized medicine. Predictive models can assist 
clinicians in developing individualized treatment plans based on a patient’s 
unique risk profile, optimizing the allocation of healthcare resources (Smith 
et al., 2019). For instance, Razavian et al. (2015) demonstrated that machine 
learning models could accurately predict severe diabetes complications, such 
as diabetic nephropathy and neuropathy, enabling early intervention.

Despite the promise of machine learning in diabetes care, challenges 
remain. Data privacy, model interpretability, and the need for high-quality 
data are critical factors that must be addressed to ensure these models are 
effectively integrated into clinical practice (Chen et al., 2018). As the field 
continues to evolve, future research should focus on developing transparent 
and generalizable models that can be seamlessly incorporated into existing 
healthcare workflows (Miotto et al., 2016).

Diabetes is a rapidly growing public health concern with significant 
implications for both individual health and healthcare systems globally. Early 
diagnosis, effective management, and the integration of advanced machine 
learning techniques hold promise in mitigating the disease’s impact. By 
leveraging the predictive power of machine learning, healthcare providers 
can develop more targeted and personalized treatment strategies, ultimately 
improving patient outcomes and quality of life.

In this work, we use the Gradient Boosting Classifier to create a 
diabetes prediction model. We will use a dataset including different health 
metrics from 768 people to assess the model’s performance. To improve the 
predicted accuracy of the model, GridSearchCV will be used to adjust its 
hyperparameters. Performance measures including recall, accuracy, precision, 
and F1 score will be used to evaluate how well the model predicts diabetes.

MODEL CHOICE

The Gradient Boosting Classifier model was selected because to its 
exceptional performance and capacity to identify non-linear correlations 
within the dataset. GridSearchCV was used for the hyperparameter tuning 
process.

The Gradient Boosting Classifier model was chosen for its ability to 
capture non-linear relationships in the dataset and its high performance. 
Gradient Boosting works by building an ensemble of weak learners, typically 
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decision trees, in a sequential manner. Each tree is trained to correct the 
errors of its predecessor, thereby improving the model’s overall performance.

Mathematically, the Gradient Boosting algorithm minimizes a 
differentiable loss function by iteratively adding a new tree  
that points in the negative gradient direction of the loss function. The model 
after mmm iterations is given by:

where γ\gamma is the learning rate that controls the contribution of each 
tree. The negative gradient at each iteration is computed as:

This approach allows the model to correct its errors iteratively, leading to 
a highly accurate predictive model capable of capturing complex patterns in 
the data.

PYTHON IMPLEMENTATION

The Python programming language and a number of libraries were used 
in this work to develop the model and carry out data analysis. Among the 
important libraries used are:

pandas: This package is necessary for analyzing and manipulating data. It 
offers data structures that are perfect for managing and examining structured 
data, such as DataFrame. Pandas was utilized in this research to import the 
dataset, preprocess the data, and carry out other data manipulation operations.

Two libraries used for data visualization are seaborn and matplotlib. 
Seaborn offers a high-level interface for creating visually appealing statistical 
visuals and is developed on top of matplotlib. A complete Python visualization 
toolkit for static, animated, and interactive graphics is called Matplotlib. 
In order to better understand the correlations between the variables in this 
research, visualizations like the correlation matrix were created using seaborn 
and matplotlib.

One of the most widely used Python libraries for machine learning is 
scikit-learn. It offers straightforward and effective data mining and analysis 
tools. The Gradient Boosting Classifier was implemented in this work using 
scikit-learn. GridSearchCV was used to do hyperparameter tuning, and 
measures including accuracy, precision, recall, and F1 score were employed to 
assess the model’s performance.
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OPTIMIZATION OF HYPERPARAMETERS

Learning rate, the number of trees (n_estimators), and the maximum 
depth (max_depth) were among the parameters that were improved 
throughout the hyperparameter optimization process. The hyperparameter 
grid that follows was employed:

param_grid = {

    ‘learning_rate’: [0.01, 0.1, 0.05],

    ‘n_estimators’: [100, 200, 300],

    ‘max_depth’: [3, 4, 5]}

CORRELATION MATRIX

To investigate the connections between the variables in the dataset, a 
correlation matrix was constructed and represented as it is displayed below. Strong 
correlations between several variables were shown by the correlation matrix.

Glucose and outcome: The result of diabetes and glucose levels have a 
significant positive connection (0.47). This suggests that there is a substantial 
correlation between having higher blood sugar and a greater chance of 
developing diabetes, which is consistent with medical understanding that 
elevated blood sugar is a major marker of diabetes.

Age and outcome: The association between age and the result of diabetes 
is somewhat favorable (0.24). The idea that the risk of diabetes rises with age 
is consistent with the fact that older people often have a greater risk of the 
disease.
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BMI and outcome: Patients with higher BMIs are more likely to develop 
diabetes, according to the 0.31 connection found between BMI and diabetes 
result. This bolsters the established link between diabetes risk and fat.

Insulin and Glucose: The relationship between insulin and glucose 
is somewhat favorable (0.34). Especially in those who are insulin resistant, 
higher insulin doses are often needed to control elevated glucose levels.

The correlation matrix aids in determining which factors are highly 
correlated and may have a greater bearing on diabetes prediction. We may 
choose features and train models in an educated manner by being aware of 
these linkages.

RESULTS

MODEL PERFORMANCE

The performance of the model was evaluated using four main metrics: 
accuracy, precision, recall, and F1 score. Each of these metrics provides unique 
insights into how well the model performs in distinguishing between diabetic 
and non-diabetic individuals. The achieved accuracy of the model is 74.0%, 
which indicates that 74% of the predictions made by the model are correct. 
While this is a satisfactory baseline, it leaves room for improvement, as ideally, 
a higher accuracy rate would be preferred, especially in critical applications 
such as healthcare, where misdiagnosis can have serious consequences.

The precision of the model is 62.7%, suggesting that out of all the 
individuals predicted to have diabetes, only 62.7% are actually diabetic. A 
lower precision indicates the presence of false positives cases where the model 
incorrectly flags healthy individuals as diabetic. This may lead to unnecessary 
anxiety and additional medical tests for these individuals, highlighting a 
potential issue with the model’s robustness.

The recall is calculated as 67.3%, which indicates that 67.3% of the actual 
diabetic patients were correctly identified by the model. A low recall score 
points to the existence of false negatives, where individuals who genuinely 
have diabetes are not flagged by the model. In healthcare, false negatives 
are particularly dangerous, as they can delay necessary treatment for at-risk 
patients.

The F1 score, which is the harmonic mean of precision and recall, is 64.9%. 
This metric balances the trade-off between precision and recall, making it 
a good indicator of the model’s overall performance, especially in cases of 
imbalanced datasets. A F1 score close to 65% suggests that while the model is 
relatively effective, it still has room for refinement to handle the complexity of 
predicting diabetes more accurately.
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The hyperparameter tuning was conducted using GridSearchCV, which 
identified the optimal combination of parameters for improving the model’s 
performance. The best parameters included a learning rate of 0.05, 200 trees 
(estimators), and a maximum depth of 4 for each decision tree. A learning rate 
of 0.05 suggests that the model updates its predictions slowly during training, 
which helps prevent overfitting. The choice of 200 trees implies that the model 
benefits from a relatively larger number of iterations, ensuring that the final 
decision boundaries are more refined. A maximum depth of 4 indicates that 
the trees are not too deep, thereby avoiding unnecessary complexity and 
reducing the risk of overfitting.

DISCUSSION

The model’s performance, as demonstrated by the metrics, is reasonably 
good but not without limitations. The accuracy of 74% and F1 score of 64.9% 
suggest that while the model can distinguish between diabetic and non-
diabetic individuals to a certain extent, there is a significant proportion of 
false positives and false negatives. This observation is supported by the low 
precision (62.7%) and recall (67.3%) values, which indicate that the model 
misclassifies both healthy and diabetic individuals at a non-negligible rate.

One reason for the lower performance might be the complexity and 
heterogeneity of diabetes as a disease. Diabetes is influenced by numerous 
factors, including genetic predisposition, lifestyle, age, and comorbid 
conditions. As a result, it is challenging for a single model to capture all these 
nuances accurately. Moreover, the data might be imbalanced, with more non-
diabetic samples compared to diabetic ones, which could skew the model’s 
learning process.

To improve the model’s performance, additional feature engineering and 
the inclusion of more relevant health indicators, such as family medical history 
or genetic factors, could be beneficial. Furthermore, techniques like SMOTE 
(Synthetic Minority Over-sampling Technique) can be employed to balance 
the dataset, thereby reducing the impact of imbalanced classes. Another 
approach could be to experiment with other algorithms, such as random 
forests or support vector machines, to see if they offer better performance. 
Ultimately, while the model provides a solid foundation, it requires further 
refinement to be reliably used for diabetes prediction in clinical settings.

FUTURE WORK

Future studies should focus on collecting more data, experimenting 
with different models, and performing feature engineering. Additionally, 
prospective studies are needed to evaluate the model’s application in clinical 
settings.
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𝑎𝑎 = 𝑁𝑁𝑆𝑆
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𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 = 3 ∗ 𝐼𝐼2
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𝑃𝑃1 = 3 ∗ 𝑉𝑉1 ∗ 𝑐𝑐𝑐𝑐𝑐𝑐𝜑𝜑1            𝑃𝑃1 = √3 ∗ 𝑉𝑉𝑙𝑙−𝑙𝑙 ∗ 𝐼𝐼1 ∗ 𝑐𝑐𝑐𝑐𝑐𝑐𝜑𝜑1

𝑉𝑉1 𝑉𝑉𝑙𝑙−𝑙𝑙  𝐼𝐼1

𝑃𝑃𝑎𝑎𝑎𝑎)

𝑃𝑃𝑎𝑎𝑎𝑎 = 𝑃𝑃1 − ((𝑃𝑃ℎ + 𝑃𝑃𝑒𝑒) + 𝑃𝑃1𝑐𝑐𝑐𝑐) = 𝑃𝑃1 − (𝑃𝑃1𝑓𝑓𝑒𝑒 + 𝑃𝑃1𝑐𝑐𝑐𝑐)

𝑃𝑃1𝑓𝑓𝑒𝑒 𝑃𝑃1𝑐𝑐𝑐𝑐 is the stator winding copper loss.
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𝑅𝑅𝐿𝐿 = 𝑅𝑅2
′ ∗ (1−𝑠𝑠)
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𝑉𝑉1 = 𝑉𝑉𝐿𝐿−𝐿𝐿

√3
= 460

√3
= 265.5 𝑉𝑉

𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑡 = (𝑅𝑅1 + 𝐽𝐽𝑋𝑋1) ∗ [
(𝑅𝑅2

′ + 𝑅𝑅𝐿𝐿 + 𝐽𝐽𝑋𝑋2
′ ) ∗ (𝑅𝑅𝑐𝑐 + 𝐽𝐽𝑋𝑋𝑚𝑚)

(𝑅𝑅2
′ + 𝑅𝑅𝐿𝐿 + 𝐽𝐽𝑋𝑋2

′ ) + (𝑅𝑅𝑐𝑐 + 𝐽𝐽𝑋𝑋𝑚𝑚)]

𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑡 = (0.20 + 𝐽𝐽0.40) ∗ [(0.15+3.6+𝐽𝐽0.60)∗(80+𝐽𝐽40)
(0.15+3.6+𝐽𝐽0.60)+(80+𝐽𝐽40)]=3.8+J1 Ω

𝐼𝐼1 = 𝑉𝑉1
𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑡

= 265.5
3.8 + 𝐽𝐽1 = 65.34 − 𝐽𝐽17.2 𝐴𝐴 = 67.56∠ − 14.740 𝐴𝐴

𝜑𝜑1 = −14.74 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐𝜑𝜑1 = 0.967

𝑃𝑃1 = √3 ∗ 𝑉𝑉𝑙𝑙−𝑙𝑙 ∗ 𝐼𝐼1 ∗ 𝑐𝑐𝑐𝑐𝑐𝑐𝜑𝜑1 = √3 ∗ 460 ∗ 67.56 ∗ 0.967 = 52051.65 𝑊𝑊

𝑃𝑃𝑎𝑎𝑎𝑎 = 𝑃𝑃1 − (𝑃𝑃1𝑐𝑐𝑐𝑐 + 𝑃𝑃1𝑓𝑓𝑓𝑓)

𝑃𝑃1𝑐𝑐𝑐𝑐 = 3 ∗ 𝐼𝐼1
2 ∗ 𝑅𝑅1 = 3 ∗ (67.56)2 ∗ 0.20 = 2738.6 𝑊𝑊

𝐸𝐸1 = 𝑉𝑉1 − 𝐼𝐼1 ∗ (𝑅𝑅1 + 𝐽𝐽𝑋𝑋1)
= 265.5∠0 − [65.34 − 𝐽𝐽17.2 ∗ (0.20 + 𝐽𝐽0.40)]
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(𝑅𝑅2

′ + 𝑅𝑅𝐿𝐿 + 𝐽𝐽𝑋𝑋2
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𝐼𝐼1 = 𝑉𝑉1
𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑡

= 265.5
3.8 + 𝐽𝐽1 = 65.34 − 𝐽𝐽17.2 𝐴𝐴 = 67.56∠ − 14.740 𝐴𝐴

𝜑𝜑1 = −14.74 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐𝜑𝜑1 = 0.967

𝑃𝑃1 = √3 ∗ 𝑉𝑉𝑙𝑙−𝑙𝑙 ∗ 𝐼𝐼1 ∗ 𝑐𝑐𝑐𝑐𝑐𝑐𝜑𝜑1 = √3 ∗ 460 ∗ 67.56 ∗ 0.967 = 52051.65 𝑊𝑊

𝑃𝑃𝑎𝑎𝑎𝑎 = 𝑃𝑃1 − (𝑃𝑃1𝑐𝑐𝑐𝑐 + 𝑃𝑃1𝑓𝑓𝑓𝑓)

𝑃𝑃1𝑐𝑐𝑐𝑐 = 3 ∗ 𝐼𝐼1
2 ∗ 𝑅𝑅1 = 3 ∗ (67.56)2 ∗ 0.20 = 2738.6 𝑊𝑊

𝐸𝐸1 = 𝑉𝑉1 − 𝐼𝐼1 ∗ (𝑅𝑅1 + 𝐽𝐽𝑋𝑋1)
= 265.5∠0 − [65.34 − 𝐽𝐽17.2 ∗ (0.20 + 𝐽𝐽0.40)]

𝐸𝐸1 = 265.5 − 19.94 + 𝐽𝐽22.69 = 245.56 − 𝐽𝐽22.69 = 246.6∠ − 5.280 𝑉𝑉 

𝐼𝐼𝑐𝑐 = 𝐸𝐸1
𝑅𝑅𝑐𝑐

= 246.6∠ − 5.280

80∠0 = 3∠ − 5.280 𝐴𝐴

𝑃𝑃1𝑓𝑓𝑓𝑓 = 3 ∗ 𝐼𝐼𝑐𝑐
2. 𝑅𝑅𝑐𝑐 = 3 ∗ 32 ∗ 80 = 2160 𝑊𝑊

𝐼𝐼𝑀𝑀

𝐼𝐼𝑀𝑀 = 𝐸𝐸1
𝐽𝐽𝐽𝐽𝑀𝑀

= 246.6∠ − 5.280

40∠90 = −0.56 − 𝐽𝐽6.13 = 6.15∠84.780 𝐴𝐴

𝑃𝑃𝑎𝑎𝑎𝑎 = 𝑃𝑃1 − (𝑃𝑃1𝑐𝑐𝑐𝑐 + 𝑃𝑃1𝑓𝑓𝑓𝑓)

𝑃𝑃𝑎𝑎𝑎𝑎 = 52051.65 − (2738.6 + 2160) = 47153 𝑊𝑊

(𝑃𝑃𝑑𝑑𝑓𝑓𝑑𝑑)

𝑃𝑃𝑑𝑑𝑓𝑓𝑑𝑑 = 𝑃𝑃𝑎𝑎𝑎𝑎 ∗ (1 − 𝑠𝑠) = 47153 − (1 − 0.04) = 45266.88 𝑊𝑊.

𝜂𝜂𝑎𝑎𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑
𝑃𝑃1

∗ 100 = 45266.88
52051.65 ∗ 100 = 87%

𝑃𝑃𝑎𝑎𝑎𝑎 = 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟
𝑔𝑔

𝑃𝑃𝑔𝑔𝑐𝑐𝑐𝑐 = 𝑃𝑃𝑎𝑎𝑎𝑎 ∗ 𝑠𝑠 = 47153 ∗ 0.04 = 1886.12𝑊𝑊

𝑃𝑃𝑔𝑔𝑐𝑐𝑐𝑐 = 𝑃𝑃𝑎𝑎𝑎𝑎 − 𝑃𝑃𝑑𝑑𝑓𝑓𝑑𝑑 = 47153 − 45266.88 = 1886.12 𝑊𝑊

𝑃𝑃𝑑𝑑𝑓𝑓𝑑𝑑)
𝑃𝑃𝑔𝑔𝑐𝑐𝑐𝑐)

𝑃𝑃𝑎𝑎𝑎𝑎)

𝑃𝑃𝑑𝑑𝑓𝑓𝑑𝑑 = 𝑃𝑃𝑎𝑎𝑎𝑎 − 𝑃𝑃𝑔𝑔𝑐𝑐𝑐𝑐 = 47153 − 1886.12 = 45266.88 𝑊𝑊
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𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑 − (𝑃𝑃𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑 + 𝑃𝑃𝑓𝑓𝑓𝑓𝑤𝑤𝑓𝑓) = 45266.88 − 1800
= 43466.88 𝑊𝑊                               

𝜂𝜂 = 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜
𝑃𝑃1

∗ 100 = 43466.88
52051.65 ∗ 100 = 83%
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𝑅𝑅1 Ω, 
𝑋𝑋1 = 0.50 Ω, 𝑅𝑅2

′ = 0.20 Ω, 𝑋𝑋2
′ = 0.60 Ω,  𝑋𝑋𝑚𝑚 = 60 Ω, 𝑅𝑅𝑓𝑓 = 100 Ω.
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4 = 1500 𝑟𝑟𝑟𝑟𝑟𝑟
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𝑛𝑛𝑠𝑠

= 1500−1440
1500 = 0.04

 𝑅𝑅𝑦𝑦 = 𝑅𝑅2
′ ∗ (1−𝑠𝑠

𝑠𝑠 ) = 0.20 ∗ (1−0.04
0.04 Ω

𝑍𝑍𝑐𝑐𝑐𝑐 = (𝑅𝑅1 + 𝑅𝑅2
′ + 𝑅𝑅𝐿𝐿) + 𝐽𝐽(𝑋𝑋1 + 𝑋𝑋2

′ ) = (0.25 + 0.20 + 4.8) + 𝐽𝐽(0.50 +
0.60) = 5.25 + 𝐽𝐽1.10 Ω = 5.36∠11.830 Ω

𝑉𝑉1 = 𝑉𝑉𝑙𝑙−𝑙𝑙

√3
= 410

√3
= 236.7 V

𝐼𝐼𝑠𝑠 = 𝑉𝑉1
𝑍𝑍𝑐𝑐𝑐𝑐

= 236.7∠00

5.36∠11.830 = 43.22 − 𝐽𝐽9 = 44.14∠ − 11.760

𝐼𝐼𝑐𝑐 = 𝑉𝑉1
𝑅𝑅𝑐𝑐

= 236.7∠00

100∠00 = 2.36∠00

𝐼𝐼𝑀𝑀 = 𝑉𝑉1 
𝐽𝐽𝐽𝐽𝑚𝑚

= 236.7∠00

60∠900 = 3.93∠−900

𝐼𝐼1 = 𝐼𝐼𝑠𝑠 + 𝐼𝐼𝐶𝐶 + 𝐼𝐼𝑀𝑀 = 44.14 − 𝐽𝐽9 + 2.36 − 𝐽𝐽3.93 = 46.5 − 𝐽𝐽12.93 =
48.26∠ − 15,530

𝑐𝑐𝑐𝑐𝑠𝑠𝜑𝜑1 = 0,96

𝑃𝑃1 = √3 ∗ 𝑉𝑉𝑙𝑙−𝑙𝑙 ∗ 𝐼𝐼1 ∗ 𝑐𝑐𝑐𝑐𝑠𝑠𝜑𝜑1 = √3 ∗ 410 ∗ 48.26 ∗ 0.96 =

𝑃𝑃1𝑓𝑓𝑓𝑓 = 3 ∗ 𝐼𝐼𝑐𝑐
2 ∗ 𝑅𝑅𝑐𝑐 = 3 ∗ 2.362 ∗ 100 = 1670.88 𝑊𝑊
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𝑃𝑃1𝑐𝑐𝑐𝑐 = 3 ∗ 𝐼𝐼1
2 ∗ 𝑅𝑅1 = 3 ∗ 44.142 ∗ 0.25 = 1461.25 𝑊𝑊

𝑃𝑃𝑎𝑎𝑎𝑎 = 𝑃𝑃1 − (𝑃𝑃1𝑐𝑐𝑐𝑐 + 𝑃𝑃1𝑓𝑓𝑓𝑓)

𝑃𝑃𝑎𝑎𝑎𝑎 = 32900.54 − (1461.25 + 1670.88) = 29768.41 𝑊𝑊

𝐼𝐼𝑠𝑠 = 𝐼𝐼𝑟𝑟
′ = 𝑉𝑉1

𝑍𝑍𝑐𝑐𝑐𝑐
= 236.7∠00

5.36∠11.830 = 43.22 − 𝐽𝐽9 = 44.14∠ − 11.760

𝑅𝑅𝐿𝐿

𝑃𝑃𝑜𝑜𝑐𝑐𝑜𝑜)

𝑃𝑃𝑑𝑑𝑓𝑓𝑑𝑑 = 3 ∗ (𝐼𝐼𝑟𝑟
′ )2 ∗ 𝑅𝑅𝐿𝐿 = 3 ∗ 44.142 ∗ 4.8 = 28056 𝑊𝑊

𝑃𝑃𝑜𝑜𝑐𝑐𝑜𝑜 = 𝑃𝑃𝑑𝑑𝑓𝑓𝑑𝑑 − (𝑃𝑃𝑤𝑤𝑖𝑖𝑖𝑖𝑑𝑑 + 𝑃𝑃𝑓𝑓𝑟𝑟𝑖𝑖𝑐𝑐) = 28056 − 2000
= 26056 𝑊𝑊                               

𝜂𝜂 = 𝑃𝑃𝑜𝑜𝑐𝑐𝑜𝑜
𝑃𝑃1

∗ 100 = 26056
32900.54 ∗ 100 = 79%
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𝑃𝑃1𝑐𝑐𝑐𝑐 = 3 ∗ 𝐼𝐼1
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1. Introduction

The investigation of nanofluid stability is crucial in nanotechnology 
because the performance of nanofluids is highly dependent on how well the 
nanoparticles are dispersed within the base fluid. Poor nanofluid stability can 
have cascading negative effects on key properties such as thermal conductivity, 
viscosity, density, and pump efficiency (Rabby et al. 2024). These changes 
result in increased energy and maintenance costs, and can ultimately prevent 
the nanofluid from functioning as intended. If the nanoparticles settle or 
aggregate, it can lead to undesirable effects like clogging, which ultimately 
degrades properties such as thermal conductivity (Urmi et al. 2020). Scientists 
have observed nanofluids exhibiting stability for various timeframes, from a 
few hours to several months, without significant sedimentation. This shows 
that different factors contribute to maintaining the uniform dispersion of 
nanoparticles over time. Stability directly impacts nanofluid attributes like 
thermal efficiency, viscosity, and overall performance in practical applications 
(Mehta et al. 2022). To ensure the stability of nanofluids, it is essential to 
understand and improve key factors that influence nanoparticle dispersion. 
These include:

	Particle Size and Shape: Smaller and more uniform nanoparticles 
tend to remain better dispersed.

	Surface Modifications: Coating nanoparticles with stabilizing agents 
or functional groups can enhance their compatibility with the base 
fluid and reduce agglomeration.

	pH Adjustment: Altering the pH of the nanofluid can affect the 
electrostatic repulsion between nanoparticles, preventing clumping.

	Use of Surfactants: Surfactants or dispersants help in reducing 
the surface tension between the nanoparticles and the base fluid, 
improving stability.

Ultrasonication: Applying ultrasonic waves to break up agglomerates 
and redistribute nanoparticles evenly within the fluid (Mehta et al. 2022).

Various analysis techniques, such as zeta potential measurements (to 
assess the charge on nanoparticles), sedimentation observations, and light 
scattering methods, are used to measure and improve stability and are 
described in subsequent sections. These approaches help monitor the long-
term homogeneity of nanofluids and are used to guide the development of 
more stable formulations.

2. Stability mechanisms of nanofluids

For nanofluids to be practically applied, maintaining a stable dispersion 
of nanoparticles over a certain period is essential. The stability of colloidal 
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suspensions can be described by the theory developed by Derjaguin, Landau, 
Verwey, and Overbeek (DLVO). This theory operates under several key 
assumptions: (1) the particle dispersion is considered to be dilute, (2) only Van 
der Waals attractive forces and electrostatic forces influence the suspended 
particles, (3) the effects of gravity and buoyancy are disregarded, (4) the 
colloidal suspension is assumed to be homogeneous, and (5) the distribution of 
ions within the colloidal system is governed by electrostatic forces, Brownian 
motion, and entropy-driven dispersion (Chakraborty and Panigrahi 2020). 
The DLVO theory helps explain the forces at play in this context, showing that 
both attractive (suction) and repulsive potential energies exist between particles 
suspended in a liquid. As shown in Figure 1, the DLVO theory demonstrates 
how changes in potential energy, based on separation distance, govern the 
interactions between particles. When the total interaction potential is low, 
particles are more likely to settle at a faster rate (Fig.1a). Conversely, when 
the total interaction potential is high, particles resist clumping and maintain 
their stability (Fig.1b). The overall system potential energy is determined by 
the balance between repulsive and attractive forces. When the repulsive force 
exceeds the gravitational force, it prevents nanoparticles from colliding, thus 
maintaining the stability of the nanofluid. However, when the repulsive force 
is too weak to counteract gravity, the nanoparticles begin to clump together, 
leading to aggregation and a loss of stability in the nanofluid. By modifying 
the balance between gravitational and repulsive forces, the stability of the 
nanofluid can be controlled and optimized (Wang et al. 2023).

Fig.1. The variation in interaction potential energy based on the separation distance 
between nanoparticles in two different situations (Chakraborty and Panigrahi 2020).

3. Stability enhancement techniques

The stability of nanofluids is crucial for achieving improved thermal 
performance. The loss of stability in nanofluids can lead to the settling of 
nanoparticles. Nanoparticles typically exhibit electrostatic and van der Waals 
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force interactions. Instability arises from the agglomeration of nanoparticles 
(driven by van der Waals forces) and sedimentation (due to the density difference 
between the nanoparticles and the base fluid). Additionally, factors such as 
the nature and morphology of the nanoparticles, duration of ultrasonication, 
Brownian motion, interactions between particles, interactions between the 
particles and the base fluid, and the Soret effect (caused by temperature 
gradients) contribute to instability as shown in Figure 2 (Kumar et al. 2022). 
Furthermore, nanoparticle agglomeration can negatively affect the thermal 
properties of the fluid. 

Fig.2. (a) Instability, notable enhancement, and assessment features related to nanofluid 
stability, (b)Factors affect the thermophysical properties of nanofluids (Kumar et al. 

2022).

3.1. Ultrasonication

To improve the stability of nanofluids, breaking down the agglomeration 
of nanoparticles is crucial. Ultrasonicator probes or baths are commonly used 
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to physically disperse the nanoparticles (Urmi et al. 2020). Many researchers 
employ both probe and bath sonicators to achieve uniform dispersion of 
the nanoparticles (Ouikhalfan et al. 2020). Typically, ultrasonication is 
performed at varying power levels and frequencies over different time periods. 
The duration of sonication depends on factors such as the type, size, shape, 
concentration, and mixing ratio of the nanoparticles with the base fluid, as 
well as the preparation method (Yu and Xie 2012). Therefore, ultrasonication is 
a key technique that uses sound energy at different frequencies and durations 
to break up nanoparticle clusters in various nanofluids. Additionally, the 
type, size, concentration, mixing ratio, and preparation method of the 
nanoparticles, along with the choice of base fluid, influence the optimal 
sonication conditions. Figure 3 shows the methods used to increase the 
stability of nanofluids (Singh and Sood 2024).

Fig.3. Methods used to increase nanofluid stability (Singh and Sood 2024).

3.2. Mechanical stirring

Mechanical stirring is a fundamental physical method for distributing 
nanoparticles (NPs) in a fluid. It relies on external shear forces or collision 
forces to ensure the NPs are evenly dispersed throughout the medium. 
However, when particle concentration is high, stirring stability can become 
problematic, potentially leading to unfavorable results. Careful control 
of stirring speed is essential to produce high-quality nanofluids (NFs), as 
excessive speed can cause bubble formation due to rapid circulation. Despite 
these challenges, mechanical stirring effectively disperses solid particles 
within the base fluid at the microscopic level, preventing immediate particle 
agglomeration (Wang et al. 2023).

3.3. Surfactant addition

Adding surfactants is a widely used and cost-effective approach to improving 
the stability of nanoparticles in a base fluid. Surfactants lower the surface tension 
of the fluid, which helps nanoparticles remain suspended for longer periods, 
preventing them from settling quickly. This increased suspension time enhances 
the overall stability of the nanofluids. Surfactants can be categorized into different 
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types based on the charge of their hydrophilic (water-attracting) head, and each 
type interacts with nanoparticles uniquely. During the preparation of nanofluids, 
three types of surfactants are commonly used to enhance nanoparticle stability; 
Anionic Surfactants (Sodium Dodecyl Benzene Sulfonate-SDBS), Cationic 
Surfactants (Cetyltrimethylammonium Bromide - CTAB), Polymeric Surfactants 
(Gum Arabic - GA) (Sajid and Bicer 2022).

3.4. Changing the Ph value

The pH of a nanoparticle suspension is closely linked to its zeta potential, 
both of which play a key role in determining the stability of nanofluids. The 
pH level directly impacts the surface charge density of the nanoparticles, 
which influences how well the particles repel each other and remain dispersed. 
When the pH reaches the isoelectric point (IEP), the particles have no overall 
net charge, and the zeta potential drops to nearly zero. At this point, the 
nanofluid becomes unstable because there is no repulsion between particles, 
leading to aggregation (Babita, Sharma, and Gupta 2016). Additionally, the 
pH can influence the size and shape of nanoparticles during synthesis, further 
affecting the long-term stability of the nanofluid. Adjusting the pH away from 
the IEP can help maintain a higher zeta potential, promoting a more stable 
dispersion of nanoparticles. In a study aimed at ensuring nanofluid stability 
(Kamalgharibi et al. 2016), nanofluids were prepared by adjusting different pH 
levels as shown in Figure 4. The pH value that resulted in the least sedimentation 
was identified as the most stable. Following this, ultrasonic mixing times were 
varied, and the optimal stability was achieved by fine-tuning this parameter. 
It was concluded that the highest zeta potential, which corresponds to the best 
stability, was obtained at a pH of 10.2, where the nanofluid displayed the most 
appropriate stability characteristics.

Fig.4. Effect of pH regulation on the stability of CuO/water nanofluids (Kamalgharibi et 
al. 2016).
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4. Methods of measuring stabilitiy in nanofluids

Common methods used in the literature to assess the stability of 
nanofluids include sedimentation analysis, zeta potential measurement, 
UV spectroscopy, dynamic light scattering (DLS), and electron microscopy 
techniques such as SEM and TEM. These techniques are widely employed to 
evaluate nanoparticle dispersion and overall stability in nanofluid systems.

4.1. Sedimentation and centrifugation

Sedimentation is a widely employed method for assessing the stability 
of nanofluids. This technique relies on the accumulation of sediment at the 
bottom of a liquid column as a result of gravitational forces. A longer duration 
for the nanofluid to develop a precipitate suggests enhanced stability. An 
alternative to this method is centrifugation, which offers a quicker evaluation 
of nanofluid stability. In centrifugation, the centrifugal force significantly 
exceeds the normal gravitational force, thereby accelerating the sedimentation 
process and allowing for faster results(Singh and Raykar 2008). Figure 1 
provides a schematic representation of the stability evaluation method based 
on sedimentation.

Fig.5. Sedimentation measurement (Chakraborty and Panigrahi 2020).

4.2. Zeta potential measurement

Zeta potential measures the electric potential at the surface of colloidal 
particles suspended in a liquid. Essentially, a higher zeta potential signifies 
enhanced stability and stronger repulsive forces between particles. 
Suspensions with a high zeta potential tend to be more stable due to this 
increased repulsion, preventing particles from aggregating. In contrast, 
suspensions with a low zeta potential have weaker repulsive forces, leading to 
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quicker aggregation and instability (Singh and Sood 2024). A stable nanofluid 
is characterized by a zeta potential greater than ±30 mV, regardless of whether 
it is positive or negative. This level of zeta potential reflects strong electrostatic 
interactions between nanoparticles, which helps maintain their dispersion 
and prevents aggregation (Mukesh Kumar, Palanisamy, and Vijayan 2020). 
Figure 5 illustrates the relationship between zeta potential values and pH levels 
across various stability regimes of nanofluids. Nanofluids are deemed stable 
when their zeta potential values are high, indicating strong repulsive forces 
that prevent particle aggregation. Conversely, when zeta potential values are 
low, as indicated in Figure 5, the nanofluids are classified as unstable, leading 
to potential clustering and sedimentation of the particles.

Fig. 5. Variation of zeta potential as a function of pH (Chakraborty and Panigrahi 
2020).

4.3. UV spectroscopy

Ultraviolet-visible (UV-Vis) spectrophotometry is employed to evaluate 
the stability of nanofluids by analyzing the absorption characteristics of the 
solid phase within the wavelength range of 200 to 900 nm. This technique 
tracks changes in the sediment volume in the fluid over time, providing 
insights into the dispersion and stability of the nanoparticles suspended in the 
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nanofluid (Tavakoli et al. 2022). As sedimentation occurs, the volume of settled 
particles increases, which can lead to changes in the absorbance of the fluid. A 
stable nanofluid will show minimal variations in absorption, indicating that 
the nanoparticles remain well-dispersed. Conversely, significant changes in 
absorbance suggest instability, with particles aggregating and settling. This 
makes UV-Vis spectrophotometry a useful method for evaluating the stability 
and performance of nanofluids in various applications.

4.4. Dynamic light scattering (DLS)

Light scattering techniques are commonly employed to analyze 
dispersions, particularly to assess nanoparticle (NP) stability in suspensions. 
The presence of particle attractions can impact the stability of nanofluids 
(NFs), and tracking changes in particle size and distribution helps monitor 
particle aggregation. However, imaging methods like SEM or TEM, while 
useful for visualizing dried samples, do not accurately reflect the behavior 
of particles in fluid suspensions and are therefore unsuitable for studying 
nanoparticles in their natural state (Shima, Philip, and Raj 2015). Dynamic 
light scattering (DLS) collects scattered laser light to analyze particle behavior. 
This technique is based on the principle that particles in a liquid undergo 
random thermal motion, known as Brownian motion. The speed of this 
motion is influenced by particle size, with smaller, less dense particles moving 
faster than larger, denser ones. DLS measures the hydrodynamic diameter 
of particles by analyzing the intensity fluctuations in the scattered light. In 
contrast to imaging methods, DLS provides data for a larger volume of the 
sample, giving a more representative measurement of particle size (Ajeena, 
Víg, and Farkas 2022).  The principle of Dynamic Light Scattering (DLS) 
involves directing a laser beam at particles suspended in a liquid as shown 
in Fig.6. A high-resolution detector then captures the intensity of the light 
scattered at a specific angle, θ. The intensity of the scattered light fluctuates 
over time as a result of the particles’ Brownian motion, which reflects their 
random thermal movement in the suspension (Rodriguez-Loya, Lerma, and 
Gardea-Torresdey 2024).

Fig.6. DLS principle of operation (Rodriguez-Loya et al. 2024).
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4.5. Electron microscopy 

Electron microscopy and light scattering are widely used methods for 
examining the stability of nanofluids by visualizing the distribution and 
aggregation of nanoparticles. The Transmission Electron Microscope (TEM) 
offers extremely high resolution, capable of reaching around 0.1 nm in lattice 
imaging. It produces digital images, referred to as electron micrographs. 
TEM allows for the direct observation of nanoparticle aggregation within 
nanofluids, providing detailed insights into their clustering and behavior in 
suspension (Mukherjee 2013).

5. Effect of stability in heat transfer applications

In many experimental studies, stability-enhancing methods have 
been applied considering the stability issue of nanofluids, and comparison 
data with the base fluid have been presented by measuring heat transfer 
coefficients.  One of these studies experimentally investigated the stability 
and thermophysical properties of Aluminium Oxide (Al2O3) nanofluids in 
methanol. The stability was evaluated over time for various weight percentages 
(wt.%) of nanoparticles and surfactants, keeping the ratios consistent. Zeta 
potential measurements ranging from –44 to –64 mV were recorded for 
Al2O3–methanol nanofluids with three different surfactants. Notably, the 
use of CTAB as a surfactant provided stability for up to 6 months in Al2O3–
methanol nanofluids (Mostafizur, Rasul, and Nabi 2022). Chakraborty et al. 
found that incorporating SDS into Cu-Zn-Al LDH nanofluids enhances the 
zeta potential, indicating improved stability, while also increasing the thermal 
conductivity (Chakraborty et al. 2019). Li et al. investigated the impact of pH 
adjustment and surfactant addition on the stability and thermal conductivity 
of Cu-H2O nanofluids. Their findings showed that as the pH increases from 
3 to 9.5, the zeta potential value increases, resulting in improved stability 
(Su et al. 2016). In another study, Sarafraz et al. investigated the thermal 
performance of COOH-functionalized CNT-water nanofluids in a heat 
exchanger and reported that Nonylphenol ethoxylate (NPE) provided stable 
performance over a period of 21 days (Sarafraz, Hormozi, and Nikkhah 
2016). The stability of water-based graphene nanoplatelets (GNP) nanofluids 
was evaluated using four different surfactants: sodium dodecyl benzene 
sulfonate (SDBS), sodium dodecyl sulfate (SDS), cetyl trimethylammonium 
bromide (CTAB), and gum arabic (GA). GNPs were dispersed in distilled 
water with the aid of an ultrasonication probe. Various analytical techniques, 
including UV-vis spectrometry, zeta potential measurements, particle size 
analysis, and Transmission Electron Microscopy (TEM), were employed to 
assess and characterize the stability of the nanofluids. Among the samples, 
the GNPs dispersed with SDBS after 60 minutes of ultrasonication (1–1 ratio) 
demonstrated the highest stability (Sarsam et al. 2016). In the other study, the 
stability of Al2O3/water nanofluid was evaluated using zeta potential analysis 
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and visual inspection. The study explored the influence of pH levels and 
sonication duration on the nanofluid’s stability, with sodium dodecyl sulfate 
serving as the surfactant. Results showed that the zeta potential was greater at 
both the acidic and basic extremes of the pH scale for sonication times of 120 
and 180 minutes. Additionally, it was found that the optimal sonication time, 
where maximum stability is achieved, increased as the concentration of the 
nanofluids increase (Choudhary et al. 2017).

6. Conclusion

Nanofluids, which consist of nanoparticles dispersed in base fluids, have 
attracted significant interest due to their ability to improve heat transfer and 
other properties in various applications. The stability of nanofluids is a crucial 
factor that influences their effectiveness, as instability can lead to issues 
like sedimentation, particle aggregation, or system clogging, diminishing 
performance. The stability of nanofluids depends on several factors, including 
particle concentration, surfactants, ultrasonication, pH, temperature, and 
particle size. Techniques such as adding surfactants, controlling pH, and 
optimizing ultrasonication parameters have been shown to enhance stability. 
However, long-term stability and the effects of temperature fluctuations in 
real-world applications remain areas of active research. The inclusion of 
surfactants or dispersants greatly increases the stability of nanofluids by 
preventing the aggregation of nanoparticles and maintaining their uniform 
distribution. Ultrasonication is commonly employed to disperse nanoparticle 
agglomerates and achieve uniform distribution in nanofluids. However, 
to avoid potential nanoparticle damage or excessive temperature rise, it’s 
essential to carefully control both the duration and intensity of the process for 
optimal results. The pH of a nanofluid is a key factor in maintaining stability, 
as it affects the surface charge of nanoparticles and their interactions. By 
adjusting the pH to specific levels, electrostatic repulsion between particles 
can be enhanced, reducing the likelihood of aggregation. Ensuring long-
term stability is a persistent challenge, particularly for nanofluids used in 
industrial applications. Research indicates that although certain nanofluids 
remain stable for weeks or even months, problems such as sedimentation 
and aggregation tend to arise over time, highlighting the need for further 
advancements in stabilization methods.
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