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1. Introduction

The basic conceptual approach of occupational health and safety (OHS) 
is to prevent accidents and hazardous events before they occur (Bastos et al., 
2013). Cognitive and qualified training of the workers in a workplace is a 
crucial trivet serving this purpose (Palka, 2017). In many countries, work law 
and legislation oblige OHS training before and during the life of workplaces 
regarding İLO standards (Alli, 2008; Legislation, 2022). A well-trained 
staff means workers equipped with the necessary knowledge, behavioral 
culture, and reflexes. Otherwise, training may not be stated as satisfactory. 
Recent visual technologies are evolving rapidly and are utilized in different 
disciplines such as healthcare, industrial branches, advertising, education, 
etc. (Blumberg et al., 2013). OHS training is one of the fields in which new 
technologies, approaches, materials, and digital transformation can find 
comprehensive and various applications.

The computer game sector is an active industrial field due to increasing 
employment capacity and huge economic volume. On the other hand, games 
and gamification are also helpful, motivating, and powerful educational tools 
when pedagogically well designed and properly used (Caponetto et al., 2014). 
Gamification can be described as developing a digital game environment and 
scenario for a severe case/non-entertainment case to increase the motivation 
and interest of the user on that issue (Educause, 2011). Morschheuser et al. 
(2018) state that since the 2010s, gamification has become one of the leading 
technologies and software. Hybridization and cooperation of classical 
education methods and new technological approaches may give better results 
after scientific research and pedagogical design (Bai et al., 2020). Connolly et 
al. (2012) state that playing computer games is related to perceptual, cognitive, 
behavioral, affective, and motivational impacts and outcomes. The knowledge 
acquisition/content understanding and affective and motivational outcomes 
seem the most frequent results and impacts.

Various researches have revealed the effect and power of games for a 
better understanding, enhanced level of consciousness, and joyful training 
process (Gee, 2005; Erarslan, 2005). Another issue is its positive effect on 
students’ engagement are studied by Seixas et al. (2016) The positive impact 
of gamification on academic performance and social behaviors has also 
been determined (Díaz-Ramírez, J., 2020). Krath et al. (2021) explained how 
gamification supports positive affect and motivation, behavior change, and 
learning, and the need to study the current theoretical understanding of the 
psychological mechanisms of gamification. The authors also clarify the issue 
of gamification, game-based education, and serious game terms.

The construction industry also has an application field of game-based 
training for OHS training. A serious game is considered a promising tool to 
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engage learners and enhance their retention of important concepts (Greuter 
et al., 2012). It has been shown that a serious game can be a suitable manner 
for training in the construction industry (Din and Gibson, 2019; Mohd et al., 
2019). Besides scientific studies, commercial applications can also be found in 
the market (Alhadeff, 2014; Construction Simulator, 2022).

In this work, a first-person role-playing game (FP-RPG) type serious 
game is developed to be applied in occupational health and safety training 
and testing. The case study was developed for a construction site as the 
construction industry is one of the most dangerous industrial branches 
(EUStat, 2020) and the level of involvement in the accidents arising from 
workers or the work team is fairly remarkable (Haslam et al., 2005). The three-
dimensional model of a skyscraper under construction is used as the training 
and testing environment. After the scene organization in the Unity 3D game 
engine, the code scripts required to realize the scenario was written in the 
C# programming language. This descriptive paper presents the theoretical 
perspective, methodology, program codes, functions, and application stages.

2. Material and Method

This work intends to develop a tool supporting the classical and current 
digital training methods. Previous studies and research in the literature have 
already shown that classical approaches and new technologies may give better 
results together.

The application scenario is based on a PC-based/Web-based first-person 
role-playing (FP-RPG) type game. It aims to assist the awareness of personal 
protective equipment and test/teach the basic knowledge of occupational 
health and safety training. The flowchart of the game-building process is 
shown in Fig. 1.

Fig.1. The process of game building.
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The stages during the game’s development can be described as conceptual/
theoretical outline, designing the physical components in the game scene, and 
code development.

2.1. Conceptual/theoretical outline

The philosophical backbone and the functional design of the game 
make the training and testing work together in case of repeatedly playing. 
The conceptual/theoretical aspect of the game preparation includes the items 
given below:

i. The knowledge content of the game should cover the subjects related 
to the accidents occurring most frequently. High occurrence frequency 
indicates a problem related to weakness in training and application. Hence, 
primary and critical knowledge should be gathered and added to the game 
scenario regarding the accident statistics. 

ii. The model should reflect a realistic scene where the construction work 
will occur. Undoubtedly, the construction sites do not have a static appearance 
and dynamically change day by day. So, a rational instantiation representing 
the training content should be prepared. 

iii. The game should serve awareness of the use of personal protective 
equipment (PPE). Many accidents still occur due to disregarding the 
importance of PPE. Picking up the necessary PPEs on the game site should 
increase the score. This action aims to give consciousness and behavioral 
improvement.

iv. The knowledge that the trainee is expected to have should be imposed 
by watching the video clips in the game. Here, the classical teaching methods 
and thereafter the game application may take place to yield a better result. 

v. The game should stimulate learning and have a reward mechanism. 
This is realized by collecting points to reach a specific score mostly. This is 
to engage in the activity and boost the trainee’s concentration during the 
training.

vi. The game should be able to support teaching and testing simultaneously. 
Correct answers to the questions directed at the construction site will increase 
the score. However, the trainee should be given more than one chance while 
selecting the correct answer. This approach is a kind of teaching method. In 
other words, teaching is embedded within the tests using multiple answering 
trials and repeatedly playing the game. 

vii. The game should provide interactive learning and testing while 
moving on the construction site and taking the messages addressing the 
subconscious. The first-person role-playing game style serves this purpose 
better.
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viii. There should be a mechanism to prevent continuing the game when 
personal protective equipment is not taken.

2.2. Designing the game scene

In this work, the theory shaping the game is realized in Unity 3D, one 
of the leading game engine platforms. It is a superior system in which many 
games and applications have been developed. It has been preferred due to its 
applicability to various devices, from low to high-performance hardware. 
Besides, it is the development platform of over 70% of the top 1000 games and 
over 50% of mobile applications (Unity 3D, 2022). Unity 3D is a cross-platform 
software in which the application can be switched to various application fields. 
A Unity 3D game or application can be PC-based web-based, for smartphones, 
virtual reality headsets, augmented reality smart glasses, IOS and Android 
mobile devices, consoles like Play Station and Xbox (Fig. 2).

Fig. 2. Standard platforms, supported by Unity 3D.

The scene is added previously prepared necessary visual materials like 
the 3D model of a skyscraper under construction, 3D models of personal 
protective equipment, occupational health and safety video clips, and the 
question boards. Personal protective equipment models like safety helmets 
(Muradyan, 2021), safety glass (Vinigor, 2018), safety boots (Unwave, 2019), 
life vests (Ramifara, 2021), safety gloves (Rubiez, 2018), fire extinguishers 
(Red2000, 2020), construction harness (Purdue Envision Center, 2019), fire 
axe (Denis_cliofas, 2020) and 10 OHS video clips (SafetyAnimation, 2022) 
are other materials and components of the scene on which the application is 
developed (Fig. 3).
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Fig. 3. Personal protective equipment used in the scene.
The next step is to develop the first-person role-playing game (FP-RPG) 

player control, camera control, and game score codes in C#. Here, the FP-RPG 
character is controlled by the player in the application. The scripts are written 
and compiled in MS Visual Studio 2019 Community. After compilation, 
building and running the PC-based executable application is obtained. 

In the training and testing scenario, the player moves through the 
construction site, picks up the animated personal protective equipment, and 
answers the questions related to the OHS video clips to increase the score.

2.3. The skyscraper under construction

The most critical asset in the scene is the 3D model of the skyscraper 
under construction (MattQ012, 2019), taken from the Sketchfab model 
database (Sketchfab, 2022). The sophisticated building has more than 15 levels 
(Fig. 4, 5, and 6). It has a mine-craft game-type structure. All other assets are 
placed on the different levels and parts of the skyscraper.
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Fig. 4. The skyscraper used for the scene.

Fig. 5. Side view of the skyscraper. 

Fig. 6. The model view at entrance.
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2.4. Training OHS videos and question themes

Besides the PPE, another major trivet of the game is the OHS video 
files and the question boards placed near them. Ten video files were selected 
regarding the most frequently occurring accidents (Williams et al., 2018; 
SafetyAnimation, 2022). The OHS themes of the video files and the related 
questions are as follow:

i.    Electrical devices, cables, and precautions

ii. Gaps and falling-down 

iii. Safety goggles and eye protection

iv. Safety harness and working at high places

v. Safety helmet against falling pieces

vi. Walking and working carefully always

vii. Accidents due to machines

viii. Careless behaviors due to phone use

ix. Accidents sourced by head-banging

x. Foot protection and protective boots

2.5. C# program scripts

The theoretical background and scene preparation is completed with the 
C# codes. Three script files were written in the game project to realize the 
scenario. The C# files were implemented for player control, camera control, 
and game control. 

PlayerControl.cs file provides the player’s movement controls. The 
classical keys on the keyboard that are used to move forward, backward, right, 
left, up (ascending), and down (descending) are W, S, D, A, Q, and E keys. 
Besides, arrow keys are also available for directional movement. 

CameraControl.cs script directs the camera according to mouse 
movement to look at the right, left, up, and down. 

GameControl.cs is the code file for destroying the game objects selected 
or touched and increasing the game score appearing on the screen.

The developed codes are dragged to the necessary assets and related 
parameters on the Inspector window. When the application is started, it has 
the characteristics of a first-person shooter game (Fig. 7).
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Fig. 7. The scene appearance and some of the codes of the project in Unity 3D 
2019.1.14.

3. Implementation of the Game

The game has a design similar to commercial games. The purpose of 
this is the thought that the game setup that people afford to buy will be more 
attractive and serve the purpose of the study more. The design is aimed to 
embody the ideas and intentions stated in the conceptual and theoretical plan. 

The game starts by reading the notice at the entrance of the skyscraper 
construction site (Fig. 8).

Fig. 8. Entry of the construction site with site safety notice.
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Fig. 9. Personal protective equipment must be picked up to go into the site.

The player has zero points at this point. In order to advance into the 
building, he/she must first take the personal protective equipment that he will 
encounter at the entrance. This equipment attracts attention by rotating in 
the air, similar to commercial games (Fig. 9). When animated PPE is taken, 
10 points are earned for each. The player can collect eight PPE up to the top 
of the skyscraper. 

The OHS training videos were used to provide both the training and 
testing function of the game (SafetyAnimation, 2022). It is possible to watch 
these looping videos on the panels located at different points of the skyscraper 
construction repeatedly. The videos have been selected in accordance with 
the development purpose of the game. Next to each video panel is a related 
and contextual question. This type of fiction aims to test whether the player 
perceives the message in the video (Fig. 10). The correct answer is worth 10 
points.

Fig. 10. The video clip and the related question board.
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The educational dimension planned to be in the game setup is provided 
by giving the player a chance to choose until he/she finds the correct answer 
to the question. This way, the player can go through the options until he finds 
the right answer, and the points are gained. The player will purposely mark 
the correct answer when he plays again. In other words, he has now learned 
the message of the video. With this character, the game can simultaneously be 
used as a training and testing tool.

While going to the top of the skyscraper, the player must find a PPE or 
video prepared on each floor and collect points. The location of the game items 
results in the player going to almost all parts of the tower under construction 
(Fig. 11 and Fig. 12).

Fig. 11. The video clips and the question boards were located in various building parts.

Fig. 12. Personal protective equipment at different places on the construction site.

The maximum score to be earned in the game is 180. There is no time 
limitation. Eight PPE and ten OHS videos were placed in different parts of 
the skyscraper construction. The repetition of the game aims to consolidate 
the given knowledge, express the correct information, and increase 
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consciousness. The game’s most essential and fundamental success criterion 
is that the acquired knowledge can turn into behavior when the trainee goes 
to an accurate construction site.

As a final inference, it can said that the player (trainee) has the opportunity 
to learn and test his knowledge on the game scene simultaneously. In the game, 
the concepts and issues such as training and testing in a game atmosphere, no 
time anxiety, visual encounter with the basic information, imposing of OHS 
messages to the subconscious by watching, interactive learning, and taking 
tests while walking around the construction site, rewarding knowledge, and 
increasing interest in training are aimed to be gathered. After repeatedly 
executing and test of the game it has shown that it can accomplish the 
functions.

4. Conclusion and Recommendations

In this study, a serious game was developed for occupational health and 
safety training and testing and was applied to a model of a skyscraper under 
construction. The study’s primary purpose is to develop a technological tool 
that will support the training program for OHS in the construction sector, 
which is one of the sectors with the most significant dangers and risks. The 
serious game’s scene components are a 3D model of a skyscraper under 
construction, personal protective equipment, OHS video files, and related 
question boards. The game has a design in the style of a first-person role-
player game and is similar to the concept and fiction of popular commercial 
games. It has a structure that makes learning enjoyable, understanding and 
testing easier, and rewarding knowledge. The player (trainee) earns points 
during the game by collecting his/her personal protective equipment and 
answering the relevant questions next to the OHS videos. In the conceptual 
background of the game, cognitive learning, awareness, concentration on the 
subject, and transformation of knowledge into behavior are aimed. Messages 
for the subconscious are intended to be given through gamification. The game 
scenario was developed in the Unity 3D engine, and the events taking place 
on the scene were coded with C#. With the approach developed in the study, 
a sustainable and expandable system that can be applied in the construction 
sector has been created. It also sets an example for the concept of digital 
transformation in terms of content and application.

The scope of the study is primarily to develop a new tool to support 
education. The developed system has been successfully tested. In the next 
stage, it will be beneficial to continue under the headings of training of 
students, training of workers, training of trainers. Also, as an approach, it will 
have the opportunity to be used and updated in many construction activities.
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1. INTRODUCTION

Driveshaft can be defined as machine elements that transfer rotational 
moment. They are widely used in motion transmission in mechanical systems. 
Especially if there are vertical or horizontal differences between two shaft axes, 
the use of driveshaft is inevitable. Since these shafts transmit rotational torque, 
they are subjected to overloads, stresses and torsion. Driveshafts are used to 
transmit torque and power, subjecting them to high dynamic torsional and 
shear stresses (Nadeem et al., 2018). These machine elements can transmit 
rotational movements without disturbing the existing stiffness. The main 
damage mechanism that occurs in machine parts operating under dynamic 
stresses is fatigue damage (Santecchia et al., 2016; Tarakçı et al., 2021). Fatigue 
is one of the main damage mechanisms for Driveshaft (Göksenli and Eryürek, 
2009; Çivi and Tahralı, 2021). Driveshafts are generally manufactured from 
hollow shafts. The strength of hollow shafts increases and they become lighter. 
The shafts are made of high quality steels and the joint forks are welded to the 
end. In machine tool construction, Driveshaft are used to drive the spindle of 
multi-spindle drill presses and to drive the tables of small milling machines. 
It can also compensate for misalignments caused by spindle position. This is 
achieved by mutual centering of the spindle flanges by means of a centering 
piece or a centering collar (Güllü and Özdemir, 2000).

Long-term operation of driveshaft and the overloads to which they are 
exposed cause costly problems as well as shortening the life of the shaft. In 
order to prevent these damages and costs and to improve the shaft, Von Mises 
(equivalent) stress and displacement values were analyzed. Within the scope 
of the research, safety factor values were calculated based on safety coefficient 
values and fatigue tests in the driveshaft designed in accordance with DIN 
5480 standard. In cases where the equivalent stress is higher than normal, 
improvement suggestions are made.

2. Materyal ve Yöntem

The research material of the study is the driveshaft used in cars. The 
technical dimensions of the solid modeling of the analyzed propeller shaft 
prepared using SolidWorks program are given in Figure 1. It is possible to 
improve the design or directly intervene in the design from the elements of 
the propeller shaft consisting of many parts. The driveshaft considered in 
the research is composed of a stab flange and auxiliary flange elements. The 
moment value applied to the driveshaft is taken from the company catalogs. 
During the analysis, a moment of 120000 [Nmm] was applied to the driveshaft. 
30MNB5 material was used in the propeller shaft, C45 material was used in the 
shaft, AISI 5120 (20MnCr5) material was used in the spindle, and C45 material 
was used in the auxiliary flange. Some technical properties of the materials are 
given in Table 1-4.
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Table 1. Material properties of the flange element

Flange (30MNB5) Properties
Modulus of Elasticity 210 GPa
Yield Strength 510 MPa
Poisson Ratio 0,3
Density 7860 kg/m3

Table 2. Material properties of the driveshaft element

Driveshaft (C45) Properties
Yield Strength 500 MPa
Tensile Strength 700 MPa
Density 7,85 g/cm3

Table 3. Material properties of the spindle element

Spindle [AISI 5120 (20MnCr5)] Properties

Yield Strength 540 MPa
Tensile Strength 1000 MPa
α12 (Joint angle) 20˚

Table 4. Material properties of the auxiliary flange element

Auxiliary Flange (C45) Properties
Yield Strength 500 MPa
Tensile Strength 700 MPa
Density 7,85 g/cm3

Figure 1. Technical drawing of the driveshaft
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The driveshaft was solid modeled with Solidworks software (Figure 2). 
Then, the stress distributions occurring on the driveshaft were simulated with 
the finite element package software Ansys Workbench under different loads, 
moments and operating environments. The analyzes were carried out as three-
dimensional linear static. The obtained torsion analysis results are given as 
outputs of Ansys Workbench package software. Driveshaft operation was 
evaluated and simulated for the application conditions. The moment on the 
driveshaft is calculated by equation (1).

T = F x a        (1)

In equality;

T = Moment (Nm, lbf ft)

F = Applied force (N, lbf )

a = Moment arm (m, ft)

Figure 2. Solid model drawings of driveshaft

In the first step of the analysis process carried out in the simulation 
environment with the finite element method, the meshing of the driveshaft 
model, in other words, the separation of the model into the most appropriate 
small parts, was performed (Figure 3). The “meshing” functions of Ansys 
Workbench software were utilized to create the finite element structure of the 
propeller shaft. A total number of 24912 elements and 68346 total nodes were 
obtained for the driveshaft.
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Figure 3. Finite element structure of the driveshaft model

A torque of 1200000 Nmm was applied clockwise on the circular surface 
of the driveshaft auxiliary flange (Figure 4).

Figure 4. Boundary conditions and definition of moment
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3. RESEARCH FINDINGS AND DISCUSSION

After the moment analysis solution process, the stress distributions 
occurring on the propeller shaft are given in Figure 5. When the structure of 
the driveshaft is examined, it is seen that the maximum equivalent stress is 
in the spindle. The maximum stress value is 108.26 MPa. When this value is 
evaluated in terms of material, it is below the yield strength. When the stresses 
on the other structural elements were examined (Figure 6-9), it was determined 
that the stress distribution under the applied loads remained within the yield 
strength limits of the material. The maximum equivalent stress and the safety 
coefficients obtained according to the yield strength of the material for Figures 
6-9 are given in Table 5. When the equivalent stress values of all structural 
elements are analyzed, it is seen that the driveshaft operates safely without 
damage under the application conditions.

Figure 5. Distribution of equivalent stresses for the whole structure
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Figure 6. Equivalent stress distributions for flange

Figure 7. Equivalent stress distributions for driveshaft
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Figure 8. Equivalent stress distributions for the spindle 

Figure 9. Equivalent stress distributions for auxiliary flange
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Table 5. Working safety coefficients calculated for driveshaft

Driveshaft elements Material yield strength 
[σyield][MPa ]

Max. equivalent 
stress [σeq ] [MPa ]

Safety coefficient 
[ks]=[ σyield / σeq ]

Flange 510 11,719 43,519
Driveshaft 500 46,92 10,656
Spindle 540 108,26 4,987
Auxiliary flange 500 52,716 9,484

In the research, displacement analysis was performed under the effect of 
moment applied to the propeller shaft. After the analysis, the total displacement 
value occurring on the driveshaft is given in Figure 10. When the structure of 
the driveshaft was examined, it was seen that the total displacement value was 
at the auxiliary flange. The total displacement value was found to be 0.16472 
mm. Displacement values were also calculated on other structural elements 
(Figures 11-14) The values obtained according to the displacement analysis for 
Figures 11-14 are given in Table 6.

Figure 10. Driveshaft maximum total displacement distribution
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Figure 11. Displacement distributions for flange

Figure 12. Displacement distributions for driveshaft
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Figure 13. Displacement distributions for the spindle

Figure 14. Displacement distributions for auxiliary flange
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Table 6. Calculated displacement values for driveshaft

Driveshaft elements Displacement Values (mm)
Flange 0,0008884

Driveshaft 0,03968
Spindle 0,059445

Auxiliary flange 0,16472

After the analysis, the safety factor value on the driveshaft was calculated 
and given in Figure 

15. The blue color indicates the maximum safety factor on the driveshaft 
and the red color indicates the minimum safety factor. The safety factor value 
of the driveshaft was found to be maximum 15 and minimum 0.

Figure 15. Safety factor of the driveshaft

4. CONCLUSION

In this study, three-dimensional solid modeling of the driveshaft was 
made, stress and displacement analysis of the modeled driveshaft under 
normal conditions were simulated and the safety factor of the driveshaft was 
calculated. The results obtained as a result of the analyzes are given below. 

a. For the whole propeller shaft construction, the maximum equivalent 
stress value was found to be at the spindle of the propeller shaft. It is 108.26 
MPa.

b. The maximum equivalent stress value was determined as 11.719 MPa 
on the flange element, 46.92 MPa on the driveshaft element, 108.26 MPa on 
the on the spindle element and 52.716 MPa on the auxiliary flange element.
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c. The maximum total displacement for the driveshaft was found to be 
0.16472 mm at the auxiliary flange element.

d. The displacement value was determined as 0.0008884 mm on the 
flange element, 0.03968 mm on the driveshaft element, 0.059445 mm on the 
spindle element and 0.16472 mm on the auxiliary flange element. 

e. Safety factor values of the driveshaft were calculated. The maximum 
safety factor value was found to be 15 on the driveshaft. The minimum safety 
factor value was found to be 0 on the spindle.

f. In the simulation, no damage was found on the driveshaft construction. 
It was determined that the driveshaft element and structural elements bear the 
forces at different points applied within the elastic deformation limits of the 
materials used.

Material tests of Driveshaft designed and manufactured from different 
materials and shapes are necessary. Since real driving tests are time-consuming 
and costly, the strength analysis of the products to be designed with 3D solid 
modeling techniques and finite element method will minimize unnecessary 
time loss. In this context, the data obtained in the virtual environment should 
be interpreted very well before manufacturing and experimental studies should 
be directed where necessary.
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I. INTRODUCTION

Digital forensics is a branch of science that provides evidence to be 
presented to the court as a documentation by collecting digital devices and 
analyzing them. By reaching the material truth through this branch of science, 
it is possible to catch the perpetrators, punish them or acquit the innocent or 
prevent the crimes planned to be committed (Kılıç, 2012).

Digital forensics: It is the whole of the stages of examining digital evidence 
on digital media of various qualities by applying scientific methods to reach 
the material truth, preserving the integrity of the digital evidence related to 
the crime, making it ready to be presented to the judicial authorities in an 
understandable way without being corrupted, and applying certain scientific 
techniques (Ekizer, 2014).

According to the theory known as “Locard’s Principle of Change” by 
Criminologist Prof. Edmond Locard, before a perpetrator leaves the crime 
scene, he will either leave a trace of himself there or carry a trace of there on 
himself. Since this evidence are concrete evidence, they are very important as 
they cannot be refuted by abstract witness statements. The principle of change 
is valid in the field of digital forensics as well as in the physical environment 
of a crime scene. In this respect, it is very difficult to act on information 
technology systems without leaving any indications, just as every behavior in 
the physical environment leaves indications (Başlar, 2019).

The Android operating system is the most widely used operating system 
in all devices with a 38.33% market share among all operating systems in 
November 2023 (StatCounter, 2023).

Since smartphones are relatively more affordable than personal 
computers, it can be much easier to reach these devices. And it is possible for 
people in the low-income group without using any digital device other than 
smartphone, and basically continue their lives with the operations they do 
on their smart phones. If these people commit a crime, there is the potential 
to have large amounts of digital evidence on their smartphones relates to the 
crime (Petraityte, Dehghantanha, and Epiphaniou, 2017).

Smartphones are constantly carried with their owners, often physically 
held closer to them than other potential digital devices, such as computers. 
The size of these devices to be carried in the pocket makes it easier for people 
to carry these devices with them, causing them to be in constant interaction 
throughout the day. For these reasons, the evidence potential of these devices 
is greatly increased following factors like: the possibility of the devices were 
taken to the area where the crime was committed; the possibility of the 
formation of location information as a result of communicating with people 
by using a smart phone at the scene; the possibility of audio, video recording 



 . 33International Research and Reviews in Engineering

or photographing at the scene with a smartphone; the possibility of criminal 
messaging recordings on the smartphone. Moreover, it is likely to commit 
crimes by using these devices directly as a tool. Because smart phones have 
very powerful hardware and functions today, and they can contain rich 
data types that equivalent to personal computers (Walnycky et al., 2015). 
Smartphones have become the most critical and important piece of evidence 
in many investigations (Kim and Lee, 2020).

Although the methods used in digital forensics have developed, the 
previously developed forensic methods may become dysfunctional with the 
continuous technological developments and the updating of the versions 
of operating systems and applications. For this reason, digital forensics is a 
science that still needs development and needs to be studied continuously.

For example, it is very important to gain root privileges during the 
examination of Android smartphones, and it is getting harder and harder to 
gain root privileges on newly released Android smartphones and operating 
system versions.

Because it is often necessary to gain root privileges to effectively perform 
forensic investigations of Android smartphones and reach the material truth. 
However, gaining root privileges can be seen as unlawful method. In this 
study, acceptability of gaining root privileges also discussed.

II. IMPORTANCE, ADMISSIBILITY AND CHALLENGES OF 
GAINING ROOT PRIVILEGES

A. Root Privileges

Rooting Android smartphones is like having administrator privileges 
using the “sudo” command in the Linux operating system. As a matter of fact, 
since Android is based on Linux, just as it is necessary to have administrative 
authority with the use of the “sudo” command line to perform many 
development or modification operations in the Linux operating system, root 
privileges are required to have broad authorities on Android smartphones 
(Hoog, 2011).

With root privileges, it is possible to make changes to system files, access 
system files and important files where application’s data are stored. Although 
it is possible to access user data without root privileges, this data will often be 
too limited.

ADB (Android Debug Bridge) commands will need to be used when it 
is desired to take a logical or physical image from an Android smartphone 
with a computer on the workstation. It is possible to take both logical and 
physical images with ADB commands. However, additional components 
and applications must be installed like BusyBox application on the device to 
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obtain a physical image.

Android Debug Bridge (ADB) system consists of three elements: client, 
daemon, and server. The client runs on the computer in the workstation and 
sends commands to the device. The daemon runs in the background of the 
Android smartphone, executing the commands that the client sends to it. 
The server handles the communication between the daemon and the client. 
It is possible to backup non-rooted device data via an application on Android 
smartphone or ADB commands, or to obtain data from the device through 
the information provided by the content providers (Lin, 2018).

For ADB commands to be executed, USB debugging mode must be 
turned on from the target device (Figure 1) and this permission must be given 
to the computer on the workstation (Figure 2). 

Figure 1. Enabling USB debug mode on target device.
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Figure 2. Screenshot of the smartphone that shows giving permission to use ADB 
commands on target device from workstation specific computer.

 

After connecting an Android smartphone to the workstation, then 
binding to the terminal of the target device with root privileges with the 
command “adb shell su”, the screen that appears in the superuser application 
is shown whether to allow root privileges on the device (Figure 3).

Figure 3. Permitting to using root privileges of the Android Smartphone.
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The command prompt screen showing that the device can be accessed to 
the /data directory without encountering any problems on the rooted device 
by typing the “ls /data” command on the computer at the workstation (Figure 
4).

Figure 4. Checking if root privileges has been acquired by digital forensic examiner or 
has not from workstation computer command prompt.

The command prompt screen showing that many permissions, and 
the permission to view the subfolders and subfiles information in the /data 
directory are denied, even when the workstation is requested to examine the 
base directories of the target device (Figure 5).
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Figure 5. ADB commands that shows without root privileges it is not possible to access 

/data directory that contains user data, and even to view some directories on the 
smartphone flash memory.

As seen above, it is not possible to access the /data directory where user 
data is stored without having root privileges. Therefore, even when a logical 
image of the device is desired, the data in this directory will not be available.

B. Importance of Root Privileges

There are basically two different ways to obtain data on Android 
smartphones. One of them is taking the logical image, while the other is 
taking the physical image. The importance of rooting Android smartphones 
in terms of digital forensics is gathered at the point of obtaining data with 
these two different ways.

If it is preferred to logically obtain data from Android smartphones, it will 
not be possible to access the /data directory where the user data is stored or 
the /system directory where the system files are stored (Skulkin, Tindall, and 
Tamma, 2018c). If these directories cannot be reached, although it is possible 
to obtain various data via Android backup files or content providers, the data 
obtained will be very poor compared to the data that can be acquired with 
gaining root privileges. In fact, Android applications can prevent the data that 
can be obtained with the Android backup feature with a Boolean type code 
called as a flag that they add to the manifest.xml file (Breitinger and Baggili, 
2019). Again, content providers are the data that an Android application 
shares with other applications and it is obvious that these applications will 
keep this data within a certain limit.

To take the physical image of the target device with software tools, it is a 
requirement to have root privileges. It is not possible to take the physical image 
of the device in any way with software tools without having root privileges. 
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With the physical image, it is possible to create a byte-to-byte copy of the flash 
memory of the target device. In this way, not only the file system, but also the 
unallocated space of the device’s flash memory can be obtained. Therefore, 
data deleted by the user can also be recovered by obtained physical image.

With hardware level methods like JTAG or Chip-off, the physical image 
of the target device can be taken without gaining root privileges. However, the 
implementation of both methods has great difficulties. The implementation of 
the JTAG method may not always result in success or it may not be possible 
because the smartphone manufacturer has closed the JTAG inputs on the 
circuit board (Skulkin, Tindall, and Tamma, 2018b). Besides that, Chip-off 
method is much more time consuming and costly than JTAG, and it may 
harm hardware of device (Skulkin, Tindall, and Tamma, 2018a).

At the same time, software tools such as LiMe or AMExtractor must be 
used to obtain the volatile memory of the Android smartphone. However, to 
use these software tools on the target device, it is mandatory to have root 
privileges of the target device. The Linux kernel source code of the target 
device is needed for LiMe (504ENSICS Labs, 2014). It can be found on the 
manufacturer’s website or other resources. Along with the Linux kernel source 
code, the file named “config.gz” must be obtained from the /proc directory of 
the device’s file system and this file which is related to target device kernel must 
be cross compiled with the Linux kernel source code. Later, by transferring 
the module created by LiMe to the target device, volatile memory can be 
obtained. However, this Linux kernel source code may not be available for 
every target device because the manufacturer does not share the kernel source 
code, or the kernel source code has not been published by a third source. This 
reduces the effectiveness of the tool called LiMe.

Although the Linux kernel source code is not required to use the 
AMExtracotor tool, it is necessary to learn the various features of the RAM 
(Random Access Memory), to create the kernel module based on these 
features, and to obtain the data of the volatile memory by transferring the 
created kernel module file to the device (Haiyu Yang, 2022).

However, root privileges are needed both to obtain the “config.gz” file of 
the target device for the LiMe tool, and to obtain various features of the RAM 
for the AMExtractor tool. Again, it is obligatory to have root privileges during 
the transfer of the created module to the device for acquiring volatile memory.

Therefore, obtaining useful data for forensic analysis on the target device 
without having root privileges will be very limited.

C. Legal Acceptability of Gaining Root Privileges

When it comes to ensuring data security, the confidentiality, integrity, 
and availability of evidence, known as the CIA trio, will be evaluated. These 
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basic principles, which have their roots in providing data privacy on a military 
basis, are also used in ensuring data security for organizations (Samonas 
and Coss, 2014). Confidentiality of evidence means taking precautions and 
measures so that only authorized persons can access the data. Integrity, on the 
other hand, is that the wholeness of the data is maintained continuously, and 
its accuracy is not lost. Availability means that it is possible to access the data 
by authorized persons when necessary.

These features can also be applied to the admissibility of digital evidence 
by courts. Ensuring the confidentiality of the evidence is important in terms 
of the privacy of personal data through the investigation, and the fundamental 
rights and freedoms of the suspect. Preserving the integrity of the evidence is 
a necessity to be able to prove that the alleged crime was committed by the 
defendant. Availability, on the other hand, is an essential for the competent 
authorities like judge, lawyer, or prosecutor to examine the digital evidence 
during the trial and form the judgment.

Having the integrity feature of digital evidence will also mean that 
evidence has the accuracy and reliability. It demonstrates that the data on 
the device preserved without any changes since the first acquisition of the 
digital evidence (University Of East London and Ay, 2020). By ensuring this 
feature, the existing digital evidence does not undergo any changes during 
all processes from obtaining it to its presentation to the court and afterwards 
during its storage. Thus, that the originality of the data created by the user can 
be preserved at all stages (Alfred and Scott, 1997).

Since appellate proceedings can take a long time, an environment that 
will constantly protect the integrity and especially the authenticity of the 
digital evidence should be provided even after the convict (Granja and Rafael, 
2017).

Rooting Android smartphones will inevitably cause a change in the target 
device. Therefore, since the integrity of digital evidence cannot be protected 
by rooting, it can be claimed that it is unlawful evidence.

However, as explained above, it is very important to gain root privileges 
for Android smartphones to obtain many user data. Otherwise, the material 
truth may not be reached, and the perpetrators may not be punished.

Gaining root privileges of Android smartphones does not corrupt or 
change user data. It causes a change only at the system level (Almehmadi and 
Batarfi, 2019) (Hassan and Pantaleon, 2017). In addition, after the physical or 
logical image of the target device is taken, it is possible to undo the rooting 
process and restore the device’s system to its original state.

Processes made in digital forensics operations should be reasonable and 
reliable (McKemmish, 2008). Therefore, the analyzes made within the scope 
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of digital forensics should also have the quality of justifiability, it should be 
explained why the root privileges were gained and the user data was not 
changed in any way (Montasari, 2016).

In this context, another situation that should be considered is that if it is 
possible to reach the material truth with evidence other than digital evidence, 
it is necessary to be just content with this evidence. Otherwise, the balance 
between fundamental rights and freedoms against public interest may be 
disrupted. Considering the best evidence rule, the use of digital evidence 
obtained because of gaining root privileges can be used as a last resort (Mason 
and Seng, 2017). The Turkish Law of Criminal Procedure states that if other 
non-digital evidence is sufficient to reach the truth, should be contented with 
these non-digital evidence (CMK, 2004).

However, in an investigation, the Android smartphone’s evidential value 
is important, and if it is necessary to refer to this evidence in reaching the 
material truth, this situation can be overcome with documentation, which 
is the cornerstone of digital forensics. With documentation, it is necessary 
to present the digital evidence as a whole by considering all aspects of how 
it was obtained and what it relates to (Tenhunen, 1997).Using the “Five Ws” 
(and one H) questions, by explanations of where, when, why, who, what, and 
how questions, the processes of gaining root privileges can be presented in the 
documentation (Cosic and Baca, 2010).

The judge, lawyer or prosecutor may not have sufficient technical knowledge 
about the authenticity of digital evidence (Montasari, 2016). Although gaining 
root privileges does not affect user data, the running principles of the Android 
operating system should be effectively disclosed to the court subjects with 
the documentation. Thus, it will be efficient to discuss digital evidence. It is 
great importance for defense lawyers to have knowledge of the authenticity of 
digital evidence. Otherwise, the digital evidence presented to the courts can 
be accepted as accurate digital evidence (Roscini, 2016). In this respect, it is 
very important for the trial subjects to have basic knowledge of the Android 
operating system architecture in terms of reaching the material truth. During 
the acquisition of root privileges, discussing whether the limit is exceeded, 
and the user data has been modified will help to give an accurate convict.

It has great importance that the user data remains unmodified to ensure 
authenticity. In this way, it will be possible to prove that the user data on the 
target device was created by the suspect (Antwi-Boasiako and Venter, 2017). 
In terms of reaching the material truth, the protection of the authenticity of 
the digital evidence is more important than the integrity feature. As a matter 
of fact, the integrity is not an absolute condition, but is important in relation 
with the authenticity. Therefore, with the authenticity preservation of the 
digital evidence, mandatory changes to be made on the digital evidence can 
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be accepted (Mason and Seng, 2017). Otherwise, if data is obtained from the 
target devices by logical acquisition, the rejection of these digital evidence 
may occur due to the lack of complete physical image and so integrity feature. 
Today, in many digital devices, it may not be possible to take the physical 
image of the target device for various reasons such as password protection 
and lack of access authorization. Rejecting the obtained logical image, on the 
ground that it does not have integrity feature, will cause most of the digital 
evidence to be unavailable in trials and so reaching to truth for punishing 
perpetrators or acquitting innocents.

In this context, digital forensics experts can reveal that they did not 
change any user data by documenting the processes they made while gaining 
root privileges, with the timestamps, video recording of the smartphone and 
workstation screen, and reporting the processes to the finest detail. Performing 
this process with technically competent digital forensics experts, it should be 
ensured that the user data part of the target device is not changed, and that 
the system part is changed only to gain root privileges so that no damage is 
caused to the operability of the device. In the created documentation, it should 
also be explained why gaining root privileges is necessary to access user data. 
Thus, the admissibility of digital evidence by the courts will be protected.

The integrity of the evidence must also be protected after gaining the root 
privileges, during the chain of custody (Antwi-Boasiako and Venter, 2017). 
Since the device will be rooted, different forensic experts should take this 
situation into account when analyzing the device. Since experts who do not 
know about this situation or do not take it into account may think that their 
actions will not be allowed by the target device anyway, and they may cause 
loss or change of user data.

One of the principles used for the acceptance of digital evidence in the 
United States is the Dauber test method. In this method, the admissibility 
of digital evidence is not tied to strict principles, but it is evaluated whether 
the accepted scientific methods are applied according to the type of digital 
evidence (Montasari 2016). Rooting of Android smartphones has also been 
widely used in many academic studies like analysis of TikTok application 
(Khoa et al., 2020), analysis of instant messenger applications (Mahajan, 
Dahiya, and Sanghvi, 2013), analysis of Wickr application (Mehrotra and 
Mehtre, 2013), acquisition of Android smartphone volatile memory (Yang et 
al., 2016). Therefore, it is obvious that rooting is a scientific method in digital 
forensics investigation of Android smartphones. So, gaining root privilege is 
forensically sound if user data is not modified or lost (Kong, 2015).

Otherwise, if the data obtained by not making any changes in the target 
device with traditional approaches, it may cause that many perpetrators 
cannot be punished, and justice cannot be established. As explained in 
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the “Introduction” section, Android smartphones are the most widely 
used smartphones in the World, and because these devices are in constant 
interaction with the perpetrators, their potential evidence value in a crime 
committed is quite high.

D. Challenges

Rooting Android smartphones is not a simple process and requires 
competence. It is obligation to apply different methods according to each 
Android operating system version or phone brand and model.

In operating system versions prior to Android 5.0.0, it is possible to gain 
root privileges by installing a file that will change the system data over the 
bootloader, which will be accessed by using various key combinations during 
startup of the device, without the need to unlock the bootloader. However, 
unlocking the bootloader is a must for Android 5.0.0 and higher versions. 
Once the bootloader is unlocked, it is possible to gain root privileges with a 
special recovery system file (like TWRP) to be installed (Skulkin, Tindall, and 
Tamma, 2018d).

Many Android smartphones only permit unlocking the bootloader on 
the condition of deleting the data on the device. In these cases, instead of 
gaining root privileges by unlocking the bootloader, it is necessary to gain 
root privileges by finding a different vulnerability. If a different vulnerability 
cannot be found, a forensic investigation will have to be made on the data that 
can be accessed in a limited way. Unlocking the bootloader may cause the 
Android smartphone to crash and not start (soft brick/hard brick), loss of the 
manufacturer’s warranty, and security vulnerability (Skulkin et al., 2018c).

III. RESULT AND DISCUSSION

The process of gaining root privileges causes changes only at the system 
files level on the target device. It does not change any user data of the device. 
However, this process is not a simple process and requires competence. In 
case of an unsuccessful attempt, irrecoverable data loss may occur. By 
demonstrating the necessity of gaining root privileges and no user data has 
been changed, the admissibility of the digital evidence obtained by gaining 
root privileges can be ensured. Thus, this digital evidence will be accepted as 
lawful evidence by the courts.

If there is no previous experience in successfully rooting the relevant 
device or operating system version, practices should not be carried out directly 
on the target device, and root privileges should be successfully acquired on 
an exact sample device. The process steps applied in successful acquisition 
should be detailed, and the same steps should be applied to the target device 
to prevent the user data of the target device from being modified or lost.
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For all these reasons, the digital forensics expert to gain root privileges 
must be quite competent. Whether it is necessary to gain root privileges should 
be evaluated by considering the balance between the benefit that is thought 
to be gained in terms of each concrete case and fundamental rights and 
freedoms. It should be evaluated whether it is possible to reach the material 
truth with any other evidence other than the data to be obtained from the 
Android smartphone, and the process of gaining root privileges should be 
used as a last resort. Because after gaining root privileges on the device, system 
data will change. If it is necessary to gain root privileges, it should be tried to 
gain authority with minimal changes in system files and user data should not 
be damaged by any means. While gaining root privileges, it is necessary to 
act in such a way that it is possible to undo rooting. (Akarawita, Perera, and 
Atukorale, 2015).

If it is possible to reach the material truth with the limited data that can 
be obtained on the Android smartphone without gaining root privileges, 
should be contented with this limited data. The aim of the Criminal Law is to 
reach the material truth, and fundamental rights and freedoms of individuals 
should not be harmed by going beyond this purpose.

IV. CONCLUSION

Smartphones are pocket-sized and the users is constantly interacting 
with their smartphones. Android smartphones are dominantly used in 
the smartphone market. For this reason, the potential of the Android 
smartphones containing evidence in relation to a committed crime is quite 
high. It is not possible to access the directories where Android smartphones 
store user data without root privileges. For this reason, even if a logical image 
is taken without root privilege, many user data will not be obtained. Besides 
that, the physical image of the device will not be obtained with software tools. 
Obtaining the physical image is very important in terms of digital forensics, 
since the physical image also contains data that has been deleted by the user. 
In traditional digital forensics approaches, it is foreseen that no changes 
should be made to the device. For this reason, gaining root privilege should 
be used as a last resort. If it is possible to reach the material truth with other 
evidence, should be contented with just other evidence without making any 
changes in the Android smartphone. Although gaining root privileges causes 
changes in the data on the target device, this change only occurs in system files 
level. Therefore, gaining root privileges by competent forensic experts will be 
effective in reaching the material truth. At the same time, it can be proven that 
no modification has been made in the user data, by documenting every step 
of the process of gaining root privileges, supported with video recordings. 
Thus, the claim that the digital evidence has been altered can be refuted and 
its legality can be preserved.
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1. Introduction

With the increasing risks of global warming, countries have started to 
develop new policies to reduce carbon emission rates. The Kyoto Protocol is 
one of these policies, which aims to reduce greenhouse gases by 5.2% between 
2008 and 2012 (Cirman, 2009). Among the preventive actions taken in this 
context, practices such as installing filters in factory chimneys, expanding the 
use of alternative green energy, carbon footprint monitoring, and expanding 
the use of electric vehicles have been implemented.

Since industrial establishments are predominantly located in the 
outskirts of the city, their negative environmental impacts are not directly 
noticed by individuals. However, air pollution, noise pollution, and negative 
psychological effects due to time loss due to traffic density are noticed more 
quickly and closely by individuals. For this reason, the traffic problem is 
generally considered among the problems that need to be solved with priority 
in city management. Instead of solving the problem, applications such as 
improving infrastructure facilities, directing vehicle users to different routes, 
etc. with local solution proposals to reduce the traffic problem, instead of 
solving the problem, the significant effect of the problem is spread over a 
wide area environmentally and the existing effect is less pronounced or felt 
regionally. However, the total negative environmental impact per unit time 
period does not change. In this case, solutions to be developed for traffic 
should be sought with holistic approaches.

Traffic is formed depending on the vehicle density of the movements of 
individuals between departure and arrival points in transportation processes. 
Excessive idle capacities of individual vehicle users or inefficiently planned 
public transportation vehicles increase the vehicle density in traffic. Idle 
capacities in public transportation cause inefficiency in resource planning 
since the planning process of different transportation modes or different 
enterprises serving in the same transportation mode is done independently 
of each other. In an integrated public transportation system, public 
transportation vehicles will provide more efficient and comfortable service 
as resources will be distributed evenly within the system. Even if individual 
vehicle users do not switch to public transportation systems in the first stage, 
with the increase in comfort in public transportation systems, individual 
vehicle users will gradually start to use public transportation systems, which 
will contribute to a decrease in the number of unit vehicles in traffic, which 
will contribute to a decrease in traffic density, negative environmental impact, 
air pollution and negative psychological effects.

The smart city concept, which addresses the services offered in the city 
holistically with technological awareness, also offers solutions for public 
transportation and traffic issues. However, since the existing solutions belong 
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to narrow problems, there is limited efficiency increase. This study aims to 
establish a conceptual process on how integrated public transportation 
planning should be done in smart cities, how to collect and analyze which 
data, and how integrated planning should be done depending on the type of 
transportation. In this way, it is aimed to use resources more efficiently.

2. Scope

This study covers all passengers served by public transportation systems, 
the modes of transportation used by these passengers, public transportation 
vehicles and traffic mobility on the route where the journeys take place. With 
the integrated public transportation plan, it is foreseen that transportation 
plans will be made more efficiently with the integrated public transportation 
plan, the comfort in public transportation systems will increase, more 
individuals will use public transportation systems, and individual vehicle 
users will gradually use public transportation systems. In this way, it is 
thought that traffic density will decrease over time.

3. Problem Definition

Public transportation systems are managed and planned within different 
enterprises. Each system (bus operators, minibus cooperatives, rail systems, 
subways, sea lines with ferries, etc.) acts independently of each other. The 
planning of these transportation systems is not based on the passengers in the 
general mobility, but only on the passengers using their own systems. In this 
case, inefficient planning of vehicles providing transportation services and the 
resources of transportation systems may not be distributed fairly. With this 
study, “General travel movement will be analyzed and its effect on efficiency 
will be examined when integrated public transportation planning is made.

4. Literature

In smart cities, when public transportation systems are planned in an 
integrated manner and the reliability of vehicle scheduling plans is consistent, 
the waiting time of passengers in public transportation systems decreases and 
the resource utilization efficiency of the system increases. This increases the 
attractiveness of public transportation systems, which in turn increases the 
potential for individual car users to gradually prefer public transportation 
systems. For this reason, public transport systems in smart cities should 
be handled with a holistic approach, including the extraction of general 
passenger mobility (start and end matrices), route optimization, transfer 
optimization, feeding systems and frequency of trips. The studies so far have 
been conducted locally within a specific transportation mode or system. In 
the literature review, the integration of intermediate public transport systems 
with urban bus systems was examined, and regional solutions were developed 
by analyzing the profit-loss situations for vehicles (Kalpakçı, 2013). Similarly, 
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conceptual studies have been conducted on how quality public transportation 
systems should be (Arslan, 2011), and the integration steps that should be 
taken have been examined (Deveci, 2015). In the integration phase, studies 
such as rail public transportation systems (Önder, 2019) and modeling of 
service vehicles have also been conducted (Altan, 2018). As a result of the 
research, it was observed that an integrated planning has not yet been made 
due to the different ownership and operating systems of the systems

4.1. Personalized Transportation Data in Smart Cities

In order to plan integrated public transportation for smart cities, system 
components should be examined in detail. At this stage, it is first necessary to 
examine the data of the passengers that ensure the continuity of the system. 
Passenger data and related vehicle occupancy rates can be determined in 
different methods. Counting the passengers in the vehicle at certain points, 
surveys and smart card application are among the known methods. In terms 
of the consistency of the data, the most accurate result of these methods is 
the records of smart cards. However, in modes of transportation such as 
minibuses and minibuses that operate with ticket or cash payment where 
smart cards are not used, general estimations are made based on surveys and 
driver observations. In the case of collecting trip data with smart cards, it is 
possible to determine the trip demand with methods such as artificial neural 
networks (Topuz, 2008) and to make highly reliable trip optimizations (Deri, 
2012).

Increasing integration in public transport service (PTS), multimodal 
routing and sharing pricing information with passengers in advance have 
a positive impact on the increased use of public transport systems (Pucher, 
1995) (André, 2007). In this context, methods that can perform multi-layered 
routing activities for personalized transportation information have been 
developed (Lathia, 2012). In another application, studies have been conducted 
to provide real-time services using data (Zhang, 2011).

It is also possible to present different scenarios in land use and mobility 
models in intelligent transportation systems (Tan, 2018). Today, there are 
applications developed by public institutions serving in this field (Mobiett) 
as well as applications developed by the private sector (Google Maps, Moovit, 
Citymapper). In the projects carried out in the European Union, multimodal 
urban public transportation studies are carried out. Projects such as NODES, 
CLOSER and Superhub offer door-to-door routing services (TÜSSİDE, 
Feasibility Report on Personalized Transportation Information in Smart 
Cities, 2020).  However, these applications are unable to analyze individual 
journey data in an integrated manner, and therefore cannot develop 
improvement suggestions for the system.
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4.2. Smart Stop/Station Systems

Smart Stop applications, which are one of the important components 
of PTSs, are an important factor in increasing passengers’ satisfaction with 
the use of PTSs. Although there are different regional applications for smart 
stop applications, in general, different services can be provided within this 
scope. At smart stops, services such as Air Conditioning, Free Wi-Fi, Smart 
Card Sales-Filling, Ticket Sales, Payment Vending Machines, Food and other 
Shopping Vending Machines, Mobile Phone Charging Service, Passenger 
Guidance Kiosk, Information Screens, Bicycle Parking, UV Air Purification 
Service, IOT Based Security Monitoring, Light Music Recital can be provided 
(TÜSSİDE, Smart Station Systems Feasibility Report, 2021). Apart from 
these services, with the smart interaction between the vehicle and the stop, 
information such as how long the vehicle stops at which stop, how many 
passengers get on and off, and when it leaves the stop can be analyzed. With 
web-based applications, information on when the vehicles will arrive at which 
stop can be communicated to passengers in advance (Eken, 2014).

4.3. Smart Multimodal Public Transportation

When daily trip data is analyzed, it is measured that the per capita trip 
rate in Istanbul is 1.74 person/day (İUAP, İstanbul Transportation Master 
Plan, 2011). There are different applications for smart multimodal public 
transportation services (TÜSSİDE, Feasibility Report on Multimodal Public 
Transportation in Smart Cities, 2021): 

- Bicycle and electric vehicle rental services with annual subscription 
in Paris, France,

- Distance-based pricing in Vienna, Austria,

- Congestion-related variable taxation in Singapore,

- Re-planning of transport routes with a focus on efficiency in 
Barcelona, Spain.

As the subject of this report, these services are not integrated in 
other systems, but are implemented locally. In the research conducted, it 
was observed that model proposals for the development of smart public 
transportation systems were developed (Göl, 2019), transit times between 
stops were calculated according to the floor press data in public transportation 
systems (Elmedir, 2014), and smart routing studies were carried out in public 
transportation systems (Nurkovic, 2015).

4.4. Smart Integrated Traffic Management

While some of the modes of transportation in public transport systems 
serve in a closed system without being affected by traffic (Bus Rapis System-
BRT, Metro, Tram, Finucular, etc.), some modes of transportation serve in an 
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open system and are directly affected by the traffic situation. For this reason, 
traffic management is important in PTS planning. In traffic management, 
traffic flow is controlled with systems such as signaling, electronic control 
system, 5G, etc., and interventions are made to the traffic flow at certain 
points when needed. Because reducing the time spent in traffic has significant 
economic, environmental and psychological effects. For example, when the 
time spent by drivers stuck in traffic is reduced by 10% using 5G technology in 
London, it is estimated that it can save £ 880 million annually and reduce CO2 
emissions by 370,000 metric tons per year ( (TÜSSİDE, Model Development 
Application in Smart Integrated Traffic Management, 2021).. When traffic is 
congested in different directions in the morning and evening, the zipper lane 
system, which can expand and contract, makes it possible for infrastructure 
resources to be shared fairly by vehicles using the road. For example, it has 
been simulated that transferring one lane from the less congested direction to 
the other direction in the morning and evening on the E5 road in Istanbul will 
significantly relieve traffic congestion, and the addition of a smart controlled 
intersection can reduce traffic congestion by up to 40%. It is estimated that 
spending 10 minutes less time in traffic per day will generate an annual 
economic saving of 6 billion TL (TÜSSİDE, Public Transportation Oriented 
Istanbul Traffic Planning, 2017). 

5. METHOD

This study will develop a conceptual process for integrated public 
transportation planning in smart cities. Considering the studies in the 
literature and applications in the field, it has been observed that integrated 
public transportation planning has not been carried out so far. When the 
root causes of this are examined, non-standard transportation modes, 
decentralization of transportation operators, lack of sufficient equipment in 
vehicles (GPS, smart card payment) and non-standard payment systems are 
the constraints that make integrated public transportation planning difficult. 
Even if these data are complete, planning for transportation vehicles that 
serve as open systems in traffic makes the solution impossible with current 
optimization approaches. However, when the above constraints are solved or 
when they can meet in a common denominator, the model to be developed 
for integrated public transportation planning will enable better planning with 
heuristic approaches. 

A process consisting of 4 stages has been developed for Integrated Public 
Transportation Planning in Smart Cities.  

1. Collecting and analyzing travel data (Process No. 1)

2. Making vehicle inventory and route analysis of the PTS (Process No. 
2)
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3. Preparation of customized Orgin - Destination (OD) matrices 
(Process No. 3)

4. Preparation of an integrated transportation plan (Process No. 4)

This section will examine the general flow of these 4 processes.

5.1. Collection and Analysis of Trip Data

Some of the methods used in collecting trip data have been mentioned in 
previous sections. In this section, we aim to identify actual trips and develop 
solutions by using GPS, residence and workplace/school address location 
comparisons. Figure 1 shows the process of how to collect trip data. This 
process is explained in 4 stages.
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Figure 1. Process of collecting and analyzing trip data
State 1

Journey data is obtained externally through smart card prints, surveys and 
expert opinions. In order to collect the relevant data more accurately, the person’s 
residence, the location of the institution where the person works or receives 
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education, and the frequency of visits will be obtained from the relevant public 
and private institutions, and the journey of the person will be determined more 
accurately. In the following sections, while analyzing the personalized journey 
data, validation of this data will be done with smart card prints. 

Stage 2

After determining the actual travel movements of the person, when the 
regular round-trip movement distances of the person during the day are 
examined, if the person travels over a certain distance, incentive policies are 
developed for these people and an offer is made to move to a location closer 
to the work or education institution. Enterprises have long-distance shuttle 
services such as Kocaeli Gebze - Istanbul Beylikdüzü (108 km), Kocaeli Gebze 
- Sakarya villages (101 km). There are also individuals who do not use shuttle 
services but use their private cars to travel between Istanbul and Bursa every 
day. Such long-distance movements have negative economic, environmental 
and psychological impacts. Except for family situations that cannot be 
changed, if the person has the opportunity to move, some of the additional 
costs spent in traffic can be offered to the person as an incentive by offering 
special tax advantages for the person. In this case, there will be a reduction in 
the number of vehicles in traffic, a reduction in environmental impacts and an 
increase in the quality of life of the person.

Stage 3

After examining people’s transportation movements and change of 
residence, it should be determined whether the person uses an individual 
vehicle, shuttle service or public transportation. In this case, it is determined 
how the person currently transfers between which stops on which route in 
the transportation system. This data will be used as input during the creation 
of OD matrices. In addition, the route used and which public transportation 
system the person will be integrated into are also examined in this section. 
This part of the process should also interact with stages 1 and 2. If the 
transportation provided by the person with vehicles such as shuttle services 
and individual vehicles cannot be provided by public transportation, the 
person will not be included in the integrated public transportation plan, and 
the person will continue to use the existing transportation facilities. 

Stage 4

If there is a potential to include personal transportation information in 
the integrated public transportation plan, planning is made by taking into 
account personal transportation information and public transportation 
vehicle inventory. While planning, the quality of public transportation service 
is improved by ensuring fair distribution of resources within the system.  After 
the personal transportation data is collected and analyzed, the next process is 
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the PTS inventory and route analysis.

5.2. Vehicle Inventory and Route Analysis of the PTS

After collecting trip data, PTS inventory and route analysis should be 
carried out. Determining the existing capacity with these analyses will form 
the basis for the studies to be carried out for the possibilities of combining 
different modes of transportation on the same route. The process of conducting 
vehicle inventory and route analysis of the PTS was examined in 3 general 
stages. These stages are indicated in Figure 2 below.

Figure 2. PTS vehicle inventory and route analysis process



 . 57International Research and Reviews in Engineering

Stage 1

The relevant section shown in the process is the section where groupings 
are made by taking into account the different types of transportation in the 
public transportation system. In this section, vehicles serving on certain routes 
in road, rail and maritime transportation types are taken into consideration. 
Independent vehicles such as taxis, electric scooters, etc. are not included in 
integrated public transportation planning processes.

Stage 2

After determining the types of operations of the vehicles, it is necessary 
to determine the capacity of each vehicle, how often trips are made on which 
routes, the analysis of the stations visited by the route and the trip, the 
distances between the stations and the travel times in these distances should 
be extracted on a time basis. Travel time between stations varies according to 
the traffic density. For this reason, planning should be done by taking hourly 
traffic densities into account. In addition, transfer times between different 
vehicles or systems should also be calculated as pedestrian movement. 
Afterwards, a distance matrix should be created according to the travel legs 
formed by the stations.

Stage 3

After the distance matrix is analyzed according to time zones, the ideal 
transportation plan for the passenger can be prepared. At this stage, the next 
process is to plan which vehicles the traveler will use between the OD points 
of the journey.

5.3. Preparation of Customized OD (Orgin - Destination) Matrices

After the inventory and route analyses of the modes of transportation 
in the public transportation system are completed, the location and GPS-
based travel movements mentioned in Process 1 need to be validated with 
the existing smart card prints. After validation, the required OD matrices 
will be created. With the created OD matrices, iterative vehicle assignments 
will be made according to the densities of the transportation legs between the 
stations depending on the transportation mode, route and vehicle type of the 
next process. The process shared in  Figure 3 is analyzed in 3 stages
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Figure 3. Preparation of customized O-D (Orgin - Destination) matrices

Stage 1

The first step in the process is to validate the movement data obtained 
with GPS and the data obtained from smart cards. Then, individual travel 
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movements are analyzed again. For example, if a working individual starts 
his/her first movement at 7:00 in the morning, travels for 60 minutes, ends 
his/her movement at a different point, starts moving again from his/her 
current location after a certain period of time (between 5-8 hours) at the end 
of the working day and goes to the same location in 60 minutes and does this 
regularly during working days, this passenger is a loyal passenger. Depending 
on the traffic, the departure and arrival times may be different, but consistent 
trips between 2 points constitute the base data to be used for integrated public 
transportation planning. For this reason, planning will be made based on loyal 
passengers while creating OD matrices and leg densities. Non-loyal passenger 
profiles (retirees, day-trippers, etc.) will be positioned in the idle capacities 
allocated in the capacity in the planning.

Stage 2

Loyal passengers are planned according to the minimum time between 
the start and end points according to the OD matrices, and information such 
as when the relevant individual will be on the integrated transportation legs 
in the journey, how long the transfers will take, how long the journey will take 
and when it will arrive are cumulatively assigned to the transportation legs 
considering the new OD matrix. Transfers other than these movements are 
excluded from the scope.

Stage 3

When the relevant movements are completed cumulatively for all 
passengers, the station leg densities on the planned model will be prepared 
according to the improved situation, and the next and final process of 
integrated transportation planning can begin.

5.4. Preparation of Integrated Public Transportation Plan

Integrated public transportation planning can be carried out after 
collecting travel data, performing PTS inventory and route analysis, and 
creating ideal OD matrices for resources. At this stage, since the passenger 
leg densities between stations are known in the OD matrices, in the method 
to be developed, the vehicle with the highest capacity will be assigned to the 
most dense travel leg. In case there are different transportation modes or 
different operators using the same route, priority will be given in assignments 
to transportation vehicles such as subway, BRT, suburban, ferries, etc., which 
are not very flexible because they serve in a closed system. The process in 
Figure 4 prepared for these activities is analyzed in 3 stages. 
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Figure 4. Process of making an integrated transportation plan
Stage 1

Since the densities are calculated cumulatively, the total number of 
passengers that will pass through the section after the boarding and alighting 
process is completed at each station constitutes the density of the relevant 
section. After determining which route has the highest density according to 
the OD matrix, the highest capacity vehicle is assigned to this route. While 
this process is being carried out, the assignment is made according to the time 
period in which the density in the relevant section is in. The assigned vehicle, 
within the scope of the transportation mode, stops at the stations in order 
until the trip of the relevant route is completed, performs passenger boarding 
and alighting movements and completes the trip by unloading all passengers 
when it arrives at the last station.

Stage 2

After the first vehicle is assigned, according to the OD matrix, when 
customers who have to change to a different vehicle or system according to the 
OD matrix get off at the stations where they will transfer, the walking distance 
and time they will have to walk to get on the next transportation vehicle is 
defined in previous studies in OD, so it is known when the individual will 
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arrive at the relevant station. Similarly, there will be new passenger boardings 
to this vehicle from other systems. At this stage, there may be a waiting 
period for vehicle A in system X, which is assigned at transfer stations, and a 
delay in the travel time for vehicle B in transportation system Y, which will 
be transferred. For this reason, vehicle A, which disembarks passengers at 
transfer stations, knows when vehicle B from other transportation systems 
will arrive according to OD data. In order not to reduce the quality of travel 
service, if there will be enough passengers, vehicle A in system X can be 
kept waiting at the station for a few minutes for the passengers coming from 
vehicle B in system Y. Otherwise, vehicle A continues and new arrivals are 
kept waiting at the station of vehicle A. When the passengers getting off from 
vehicle A and going to vehicle B in system Y arrive at the relevant system, if 
the waiting time of the passengers will be too long, the backward timetable of 
vehicle B can be updated. If the waiting time is too long, other passengers may 
be dissatisfied, so it should be avoided or reduced as much as possible. 

Stage 3

When the assigned vehicle completes the relevant trip, the section 
densities will change as there will be passenger boarding and alighting from 
busy sections according to the idle capacity in the vehicle. In this case, the 
section densities in the system will change. In this case, before the next vehicle 
is assigned, vehicles are assigned to the busiest routes and legs where no vehicle 
is assigned. Repetitive processes continue until all passengers in the legs are 
assigned to public transportation vehicles. 

6. Case Study on Integrated Public Transportation Planning

Within the scope of the study, a method proposal has been developed 
for the advantages to be obtained as a result of integrated planning of public 
transportation systems. In order to test this method, there is a need for 
technology improvements such as legislative changes, updating company 
management structures, common ticketing and fare collection systems. 
Therefore, it is not very easy to test the relevant system one-to-one. However, it 
is possible to evaluate the current public transportation planning in Istanbul to 
identify possible gains. At this point, OD data showing the mobility in the city 
and the data sets produced by TÜSSİDE in the transportation projects carried 
out between 2013-2016 were taken as basis. The scenario-based evaluation of 
the developed method is based on these data sets and certain assumptions 
for the scenarios, and it is tried to roughly reveal what kind of gains can be 
achieved if the proposed situation is realized within the scope of the process.

In this context, mobility on specific routes and the resources assigned to 
the transportation service were considered together. These assessments started 
by first selecting the routes, then determining the OD mobility in these route 
regions, then determining the types of transportation in the transportation 
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service in the region and determining the assigned transportation vehicles and 
revealing the current situation in the first place. Then, the vehicle assignments 
in transportation services in these regions were analyzed according to their 
usage rates and possible gains were analyzed.

In the scenarios based on these analyzes the following assumptions were 
accepted.

• The activity in the related study, which was taken as a source, 
continued today,

• The routes of transportation systems remain unchanged,

• Vehicle capacities have not changed,

For the conceptual process developed within the scope of the study, 
route, district-based OD matrix, types of transportation, vehicle quantities 
and capacities in various transportation legs throughout Istanbul were 
determined from the open sources of the relevant operators, and comparative 
analyses were made before and after the conceptual process.

The following features were taken into consideration when determining 
the transportation legs.

• Being among the busiest areas of the city in terms of traffic density

• More than one transportation system serving in the transportation 
leg

Due to the ability of Geographic Information Systems (GIS) to express the 
real world in a layered way, the scenarios discussed were visually expressed on 
the map so that the transportation infrastructure and mobility data could 
be more easily understood by the readers. Within the scope of the study, the 
transportation service areas of the transportation modes of Istanbul for the 
scenarios discussed on the map were determined on ArcGIS program, one of 
the most popular package programs of GIS. The routes used within the scope 
of rail transportation systems, bus and BRT systems, minibus and midibus 
transportation systems were positioned on the map.

Within the scope of the discussion, transportation legs that have different 
characteristics and have the ability to produce important information in the 
evaluations were examined in detail and the transportation modes and lines 
belonging to these modes were identified. After this process, the current 
frequencies of the identified routes were checked through up-to-date data 
and the capacities offered were calculated considering the time period of the 
OD matrix. Capacity utilization amounts were calculated by calculating the 
existing mobilities with the inter-district OD matrix. In the maps below, the 
routes of transportation types are given separately and holistically. 
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(A). Subway and Railway Transportation Routes 

 
(B). Bus and BRT Transportation Routes 

 
(C). Minibus and Shuttle Transportation Routes 

 
(D). Ferry Transportation Routes 

 
(E). Istanbul General Public Transport Routes  

 

Figure 5. Istanbul Public Transportation and its Components, which are the basis for 
scenario analysis 

While determining 5 different transportation legs throughout Istanbul 
as a sample case, the legs were determined by considering parameters such 
as transportation leg density, different transportation systems serving on the 
same leg, general traffic density, general travel movement. These transportation 
legs are given in the Table 1 below.
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Table 1. Types of Transportation in the Transportation Legs Examined in the Case 
Study

Start 
District End District

Bu
s

M
İn

ib
us

BR
T

Su
bw

ay

Fe
rr

y Reason for selection

Zeytinburnu Bakırköy + +

Being a dense section on the 
E5 highway where there is 

traffic density, Bus and BRT 
providing service

Esenler Küçükçekmece + +
Bus and minibus service, 

different scale compared to 
other legs

Bayrampaşa Yenikapı + +
Being a dense area, Bus and 

subway service

Kadıköy Kartal + + +
Being between dense 

sections, bus, metro and 
minibus service

Kadıköy Beşiktaş + +
Dense cross-section, sea 

crossing unlike other 
scenarios,

As can be seen from the table, although Istanbul is only one city, since the 
transportation demand of the dense population can be met by many different 
modes of transportation, different situations can be analyzed and possible 
benefits related to collective planning can be revealed. 

Within the scope of the study, the passenger densities of the vehicles 
serving in the transportation legs were calculated and scenario analysis of the 
situations that will occur with the use of idle capacity in a way that will create 
acceptable density was made. While classifying the densities, the 5-class 
comfort parameters in public transportation systems (Vuchic, 2015) were 
taken into account (Table 2). The situation where the number of passengers 
per square meter is 5.5 was assumed to be the theoretical capacity situation 
and the number of passengers per square meter in the first 4 classes was 
normalized by the in-vehicle density. In vehicle capacities, it is assumed that 
the capacity of BRT vehicles is 192, the capacity of buses is 80, (TÜSSİDE, 
Flexible public transportation model - Bus Report, 2015), metro and trams 
have an average of 6 sets and each set has a capacity of 200 passengers minibus 
is 25 passengers. In the scenario analyses, the gains in cases where in-vehicle 
passenger densities are 50% are analyzed.
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Table 2. Classification of passenger densities

Passenger/
m2

Travel Condition In-Vehicle 
Density

 < 1,5 Standing independently; Easy getting on and off 0% - 27%
1,5-3,49 Partial Contact, Landing and Disembarking with 

Disturbance 27,1% - 63%
3,5-4,49 Intense Contact, Difficulty of Movement 63,1% - 82%
4,5-5,49 Pressed Posture, Extremely Difficult Movement 82,1% - 100%
>5,5 Crushing Loading, Possibility of Injury, Pushing

6.1. Zeytinburnu – Bakırköy Transportation Legs

Since the E5 road is an important transportation leg in the traffic flow 
in Istanbul, the transportation leg between Zeytinburnu and Bakırköy was 
analyzed in the first stage. The transportation modes and vehicles using the 7 
km long transportation leg were identified on the map shown in Figure 6. The 
transportation leg is served by 15 different bus lines with a total of 93 bus trips 
and 4 different BRT lines with 70 trips. According to the time period of the 
OD matrix, 20,880 trips are served by these lines. In the data obtained from 
the OD matrix, 6,847 passengers are served. Capacity utilization of vehicle 
trips is calculated as 33%.

Figure 6. Zeytinburnu - Bakirkoy Transportation Leg Analysis

As stated in the conceptual process, in transportation types where it is 
not possible to change the route over the determined transportation section, 
vehicle trips in the BRT system are assigned first in accordance with the rule 
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that the vehicle assignment will be made first. Since the average occupancy 
rate in the currently determined section is calculated as 33%, the density of 
BRT vehicles was gradually increased and the change in the bus system was 
observed by acting on 2 different scenarios (Figure 7). In Scenario 1, the 
capacity utilization of BRT and buses was increased to 40%. Passengers were 
assigned to all BRT vehicles. In the bus system, after the passenger assignment 
to the BRT system, a similar assignment was made at 40% occupancy rate. 
After passenger assignments were completed, the remaining vehicle trips were 
reserved as idle capacity. In Scenario 2, capacity utilization was increased to 
51%. Because 51% of the capacity of the BRT system can serve all passengers 
in the existing transportation leg, in this case, all bus services in the relevant 
transportation leg have become idle. 

Figure 7. Scenario Analysis for Zeytinburnu - Bakırköy Transportation Leg

6.2. Esenler - Küçükçekmece Transportation Legs

Esenler - Küçükçekmece transportation section has a length of 9 
km. When the transportation types serving in this transportation leg are 
examined, it consists of 10 different bus lines consisting of 30 bus trips and 
1 minibus line (Figure 8). According to the time period of the OD matrix, a 
capacity of 2,600 trips is provided with these vehicles. In the data obtained 
from the OD matrix, 587 passengers are served. Capacity utilization of vehicle 
trips is calculated as 23%.
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Figure 8. Esenler - Küçükçekmece Transportation Leg Analysis

The transportation modes in this sample segment consist of buses and 
minibuses. For this reason, there will be no restriction in vehicle assignment 
priority as in transportation modes with fixed routes. The passenger density in 
the relevant section was calculated to be 23%. When the passenger density of 
buses is increased to 25% in Scenario 1, minibus services become idle. When 
the search is made according to 50%, which is the middle value of the second 
level of the comfort parameter in public transportation systems, this service 
can be provided with 15 bus trips in that section. In this case, in addition to 8 
minibus trips, 15 bus trips become idle (Figure 9).

Figure 9. Scenario Analysis for Esenler – Küçükçekmece Transportation Leg
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6.3. Bayrampaşa -  Yenikapı Transportation Legs

M1 metro line is the first metro route in Istanbul. Within the scope of the 
analysis, a 5 km transportation leg between Bayrampaşa and Yenikapı was 
analyzed as an example of the transportation leg in which this transportation 
system is located (Figure 10).  There are 134 bus services on 28 different bus 
lines and Yenibosna - Kirazlı - Yenikapı metro transportation system. A total 
of 10,720 passenger capacity of bus services and a total of 37,720 passenger 
capacity of the M1 system, including an hourly capacity of 24,000 passengers, 
are provided between the specified time periods. When the capacity 
utilization of the relevant segment is analyzed, it is seen that 9,124 trips were 
realized. In line with these figures, the capacity utilization rate of the relevant 
transportation leg is calculated as 26%.

Figure 10. Bayrampaşa - Yenikapı Transportation Leg Analysis

The transportation modes in this section determined as an example 
consist of bus and metro. For this reason, vehicle assignment should be made 
primarily on metro vehicles.  The passenger density in the relevant section 
was calculated to be 26%. Considering the current amount of passengers, if 
the capacity utilization in the metro system increases to 38%, it can serve all 
passengers. In this case, 133 bus services on the transportation leg become 
idle. When the capacity utilization rate in the subway is increased to 50%, 4 
subway trips become idle in addition to the bus trips (Figure 11).
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Figure 11. Scenario Analyses for Bayrampasa - Yenikapi Transportation Leg

6.4. Kadıköy – Kartal Transportation Legs

Kartal - Kadıköy transportation leg is one of the busiest transportation 
legs in Istanbul. The 16 km long transportation leg is served by 3 different 
transportation systems: bus, minibus and subway (Figure 12). Among the bus 
systems, 7,440 passenger capacity is served with 15 different routes and 93 
trips, minibus system with 8 trips and 200 passenger capacity, M4 Kadıköy 
– Tavşantepe subway system with 16 trips and 19,200 passenger capacity, 
totaling 26,840 passenger capacity.  When the capacity utilization of the 
relevant segment is analyzed, it is seen that 10,960 trips were realized. In line 
with these figures, the capacity utilization rate of the related transportation leg 
is calculated as 41%. Marmaray (Gebze-Halkalı subway line) is not included 
in the calculations since Marmaray was not active during the period to which 
the trip data belongs.
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Figure 12. Kadıköy – Kartal Transportation Leg Analysis
The transportation modes in this section are bus, minibus and metro. 

For this reason, vehicle assignment should be made primarily on metro 
vehicles.  The passenger density in the relevant section was calculated to be 
41%. Considering the current amount of passengers, if the capacity utilization 
in the metro system is increased to 50% and the density of 33 bus services 
is increased to 50%, all passengers in the section can be served. After the 
assignment, 59 bus services and 8 minibus services become idle (Figure 13).

Figure 13. Scenario Analyses for Kadıköy - Tavşantepe Transportation Leg

6.5. Beşiktaş - Kadıköy Transportation Legs

Beşiktaş - Kadıköy transportation section can be realized via 2 different 
routes. The first is by bus lines (lines 110 and 112) and the second is by sea. 
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The bus route is 15 km long and the sea route is 6 km long (Figure 14). There 
were 7,017 trips between Beşiktaş and Kadıköy. The services of bus lines 110 
and 112 were discontinued due to the capacity of 11,800 passengers and the 
shorter distance by sea. Seaway services have a capacity of 11,800 passengers. 
Since the capacity utilization rate of maritime transportation is 59%, no 
vehicle assignment has been made for this transportation leg.

Figure 14. Beşiktaş – Kadıköy Transportation Leg Analysis

6.6. Summary Results of Scenario Analyses

It is estimated that 300 bus trips, 16 minibus trips and 4 metro trips 
can be saved by applying the developed conceptual process in 5 different 
transportation legs in Istanbul.

Table 3. Evaluation of Scenario Analysis

Description Zeytinburnu 
– Bakırköy

Esenler - 
Küçükçekmece

Bayrampaşa 
-  Yenikapı

Kadıköy - 
Kartal

Beşiktaş - 
Kadıköy

R
ou

te
 In

fo

Route Length 7 9 5 16 6
Capacity Offered 20880 2600 37720 26840 11800
Current Passenger 
Number 6847 587 9124 10960 7017

Capacity Utilization 0.33 0.23 0.26 0.41 0.59
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C
ur

re
nt

 N
um

be
r o

f T
ri

ps
Bus 93 30 134 93 -
Minibus 8 8
BRT 70
Subway 20 16

Ferry 6

R
ec

om
m

en
de

d 
St

at
us

Number of Bus Trips 15 34
Number of BRT Trips 70
Number of Minibus 
Trips 16 16

Capacity Utilization 0.51 0.5 0.5 0.5
Trip savings (Bus) 93 15 133 59
Trip savings (Minibus)   8   8  
Trip savings (Subway)     4    

7. CONCLUSIONS AND RECOMMENDATIONS

Within the scope of this study, a conceptual process for Integrated Public 
Transportation Planning in Smart Cities has been developed. In order to 
provide a basis for this process proposal, scenario analyses were carried out 
for the efficiency of resource utilization in certain parts of Istanbul’s public 
transportation system. In the analyses conducted for sample segments, it 
has been observed that efficiency can be increased by using idle capacities 
more effectively in integrated public transportation planning to be realized 
depending on passenger density. 

In addition to the economic return to be obtained with integrated public 
transportation planning, the comfort of social life will also increase with the 
decrease in exhaust emission values and the decrease in the number of vehicles 
in traffic.  In this case, preliminary findings have been determined that the 
capacity can be used better when the general travel movement specified in the 
problem definition is analyzed and integrated public transportation planning 
is made. 

Prior to the benefits that can be achieved through Integrated Public 
Transport Planning in Smart Cities, public transport systems need to be 
managed by a central authority in order to plan with a holistic approach 
in transport systems. However, there are some processes that need to be 
completed for planning from a central authority. These are:

Payment with Smart Cards: Necessary arrangements should be made 
for their use in all modes of transportation

Personal Data Protection Law:  The collection and processing of some 
data that cannot be collected with smart cards (residence address, work 
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address, school address and GPS location, etc.) may cause uneasiness among 
people. For this reason, the purpose and scope of the work to be carried out 
on this data should be clearly stated. 

GPS Systems: In-vehicle control systems are indispensable for intelligent 
public transportation management systems. By using the data generated, 
recorded and interpreted by these systems, both vehicle utilization efficiency 
and passenger safety can be increased. 

Ownership: The ownership of public transport systems by different 
institutions or organizations makes it difficult to plan on a common 
denominator. The planning authority should take initiatives to ensure that 
vehicles with different ownerships are included in the integrated plan in a 
complementary and supportive, rather than competitive, role.

Shuttles : Shuttle companies may be distant from environments that 
may allow their employees to interact with employees of different companies. 
However, they may change their minds when opportunities such as savings 
in operating costs through integrated planning and the ability of idle shuttle 
vehicles to provide services during the day that will sustain their economic 
activities during the day are pointed out.

Expedition Speed : Travel speeds between systems may vary. This 
application is cost-oriented in the first stage. In the optimization models to 
be developed in the future, two-stage models can be used so that one of the 
objective functions is the shortest time and the other objective is the lowest 
cost. 

Incentivizing Transfers: In integrated public transportation planning, 
since transportation systems will serve in a way to complement each other, it 
is necessary to facilitate transfers between systems and to develop incentive 
policies in terms of fare.
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1. Introduction

Microwaves are waves with frequencies ranging from 300 MHz to 300 
GHz (1 m to 1 mm in wavelength) in the electromagnetic spectrum. They 
are included in the non-ionizing wave class. They are generally used in 
radar-based far-field applications. Furthermore, thanks to their ability to 
easily penetrate dielectric materials, their use has become widespread in 
many near-field applications such as measuring distances, determining the 
size and properties of objects, detecting cracks in structures, imaging the 
objects, etc (Xie et al., 2020). Microwave-based measurement systems work 
on the principle of sending electromagnetic energies to matter in waves. In 
measurements, the parts of the wave that pass through the material and are 
reflected are measured. 

In this study, firstly, an overview of ‘Microwave Imaging (MI)’, which 
is one of the important application areas mentioned above, is made. Then, 
two different measurement setups named as ‘monostatic’ and ‘multi-static’ are 
examined in detail. The advantages and disadvantages of these methods are 
mentioned and comparisons are made between them.

2. MI Method

When an electromagnetic wave passes from one medium to another, 
some of the waves pass to the second medium and some are reflected as seen 
in Figure 1 (Celik, 2018). The reflection coefficient (Γ) is calculated to find the 
amount of the reflected wave, and the transmission coefficient (T) is calculated 
to find the amount of the transmitted wave by using Maxwell’s Equations 
(Senior and Volakis, 1995). By interpreting these wave quantities, information 
about the various properties of the examined substance can be obtained.

Figure 1. Transition of an electromagnetic wave to a different medium (Celik, 2018)

When calculating the Γ value, Equation (1) is used if the wave is oblique 
and has perpendicular polarization, and Equation (2) if it has parallel 
polarization. Since the wave’s arrival and transmission angles will be zero 
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when the wave is perpendicular, Г is calculated by using Equation (3). The 
impedance (η) values   in these Equations can be found by Equation (4) where µ 
is the magnetic permeability of the medium, ε is the electrical permeability, σ 
is the conductivity constant, and the ω is the angular frequency (Ulaby, 2006). 

     (1.1)

    (1.2)

            (1.3)

      (1.4)

In Equation 1.4, it will be seen that ε or σ increases the reflection, together 
with the substitution of the η values   to be obtained by using different ε and σ 
values   in the equations related to Г. Since both ε and σ values   of different parts 
in the internal structure of objects at microwave frequencies are different, 
the amount of reflected wave varies. Therefore, more different scattering 
parameters and energy profiles can be obtained. Thus, inferences can be made 
about the existence, location and size of different parts. Finally, in order to 
make a clearer determination, the reflected signals are converted into images 
by subjecting them to various processes such as pre-processing, filtering, 
calibration, and energy calculation. 

In summary, the object detection process is initiated by transmitting a 
few nanoseconds of short-pulsed electromagnetic energy to the target. The 
energies passing the target and reflected from the target are detected by the 
receivers and the obtained data is subjected to image processing.

2.1. Uses of MI 

MI can be used in radar-based far-field applications such as target 
detection and tracking, weather modelling, underground monitoring, etc. 
Furthermore, due to its ability to penetrate materials, it can also be used in 
near-field applications such as through-the-wall imaging, biomedical imaging, 
security scanning, and non-destructive testing. The images of some studies in 
the literature related to these applications are given in Figure 2-6.
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Figure 2. Schematic and real view of a MI measurement configuration for detecting 
and localizing buried targets (Brancaccio et al., 2021)

Figure 3. An example of video camera utility for security application with MI (Ghasr et 
al., 2017) 

Figure 4. Image of an experimental MI measurement for detection of moving targets 
behind walls (Yilmaz and Ozdemir, 2017)
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Figure 6. An example of the MI system for non-destructive cracks detection (Jiya et al., 
2016)

Figure 5. An example of biomedical MI for lung cancer detection (Zamani et al., 2015) 

3. Measurement Configuration of MI

There are three MI system structures called monostatic, bi-static, and 
multi-static according to the measuring setup. In these systems, the scattering 
parameters, which are defined as the measure of the relations between the 
waves transmitted and reflected from the circuit gates, are obtained.

In the monostatic system, the same sensor is used for both transmitting 
and receiving the microwave signals. Therefore, the scattering parameter ‘S11’ 
which allows the determination of the reflection coefficient is measured.

In the bi-static system, one of the two sensors with the same characteristics 
is used for transmitting microwave signals and the other for receiving them. 
Thus, the scattering parameter ‘S21’ which allows the determination of the 
transmission coefficient is measured.

In the multi-static system, one of the many sensors with the same 
characteristics is used for transmitting microwave signals and the others 
for receiving them. In turn, each antenna acts as a transmitter. Therefore, 
a large number of scattering parameters such as ‘S21, S31, S41, ...., S12, S32, S42 
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....’ are measured. By converting these parameters to the time domain, 
high-resolution images can be created. In the remainder of this study, the 
principles, prototypes, designs and differences of the monostatic and multi-
static configurations will be investigated, discussed and compared.

3.1. Monostatic System

As mentioned before, a single sensor is used in the monostatic systems. 
Hence, a rotation system is required in the measurements to recapture and 
save the S11 data at different locations. The monostatic measurement setup is 
visually given in Figure 7(a), and an example image of a measurement using 
this setup is given in Figure 7(b) (Bicer and Akdagli, 2017).

Figure 7. a) The monostatic measurement setup
b) An example image of the experimental monostatic measurement (Bicer and Akdagli, 

2017)
3.2. Multi-static System

The process of acquiring data using multiple sensors in a multi-static sys-
tem has the same operating logic as the process of obtaining data by rotating a 
single sensor at certain angles in a monostatic setup. Thus, the sensors do not 
need to be rotated by a mechanical system in this configuration. The multi-sta-
tic measurement setup is visually given in Figure 8(a), and an example image 
of a measurement using this setup is given in Figure 8(b) (Mohammed, 2014).
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Figure 8. a) The multi-static measurement setup
b) An example image of the experimental multi-static measurement (Mohammed, 

2014)
4. Comparison of Monostatic and Multi-static Systems

As mentioned in the previous sections, radar-based MI systems generate 
images using backscatter signals from the target object. Thus, information 
about the properties and internal structure of the object is provided. If a 
multi-static system is used for measurements, an antenna array and a switch 
network controller are required. This is a prominent disadvantage of multi-
static measurement, as it makes the system complex. However, thanks to 
more than two sensors in the antenna array, a large number of transmission 
coefficients can be obtained. Thus, high-resolution images are obtained. This 
makes multi-static measurement more suitable for clinical applications and is 
a significant advantage of this system. On the other hand, in the mono-static 
system, the object is scanned mechanically using a single antenna. The lack 
of complexity of this system makes measurements easy. However, obtaining 
low-resolution images is a disadvantage of this system.

Another important issue that needs to be examined regarding systems 
is the mutual coupling phenomenon. In a multi-static system with a large 
number of antennas, one antenna can generate an induced current due to 
current flowing from the antennas located around it. This induced current 
can deteriorate the characteristics of the antenna by changing some important 
values   such as impedance, radiation pattern, and scattering parameters. 
However, since decreasing the number of antennas reduces mutual coupling 
and the complexity of signal processing, this problem will not arise in a 
monostatic measurement setup where a single antenna is used. This is an 
important difference that separates the two systems.

Another thing to consider when comparing systems is the size of the 
antennas to be used. In multi-static systems where measurements are made 
using antenna arrays, it is desired to have as many sensors as possible. 
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Therefore, the size of the antennas must be quite small. Due to this necessity, 
the operating frequency increases, and the penetration of the signal to the 
target object is insufficient. However, in a monostatic system where a single 
antenna is used, measurements can be made by adjusting the size of the 
antenna according to the size of the target object. Therefore, not much effort 
is spent on size reduction during the antenna design process.

In summary; the negative aspects of the monostatic system are the 
need for a mechanical system and obtaining low-resolution images. On the 
other hand, the difficulties of the multi-static system are that it requires a 
very small size antenna and is affected by mutual coupling. The features, 
merits, and drawbacks of the two methods are summarized in Table 1. Taking 
these advantages and disadvantages of the two systems into consideration, 
researchers are creating radar-based MI configurations. For example, (Fear 
et al., 2013), (Celik et al. 2019) and (Asok et al. 2022) preferred the monostatic 
approach for ‘non-invasive breast tumor detection’ with MI, while (Nilavalan 
et al., 2003), (Xie et al., 2006) and (Godinho et al. 2022) used the multi-
static approach for this aim. In the MI for ‘material characterization system’, 
(Abu-Khousa et al., 2003) chose the monostatic and (Abd Aziz et al., 2021) 
chose the multi-static method. While (Fallahpour, 2013) used the monostatic 
system for the ‘embedded passive objects detection’ with MI, (Moulder, 2016) 
used the multi-static system for the ‘concealed weapons detection’ with MI 
measurements.

Table1. Comparison of the features of Monostatic and Multistatic MI systems

Radar-based Monostatic MI Systems Radar-based Multistatic MI Systems

Only one antenna or antenna pair is used More than two antennas are used

Reflection coefficient is obtained Transmission coefficient is obtained

A rotation system is necessary A switching system is necessary

They consist of a simple configuration They consist of a complex configuration
An antenna suitable for the size of the 

target object is required
A large number of very compact-sized 

antennas are required.
The low-resolution images are obtained The high-resolution images are obtained

There is no mutual coupling Mutual coupling occurs

4. Conclusions

In this study, firstly it was primarily mentioned that the use of 
microwaves, which are included in the non-ionizing wave class, has become 
widespread in both radar-based far-field and near-field applications. It was 
emphasized that MI has an important place among these applications, and 
some systems using MI such as target detection and tracking, through-the-
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wall imaging, biomedical imaging, security scanning, and non-destructive 
testing were demonstrated with various examples. It was explained that the 
object detection process in MI systems is initiated by transmitting short 
pulsed electromagnetic energy of a few nanoseconds to the target, then the 
energies passing through and reflected from the target are detected and the 
obtained data is subjected to image processing.

Then, monostatic, bi-static and multi-static methods, which are named 
according to the measurement mechanism in MI systems, were examined in 
detail and a comparison of monostatic and multi-static methods, which is 
the main subject of this study, was made. According to this; it was stated that 
the monostatic system has a simple structure and is not affected by mutual 
coupling. However, it was explained that this method has disadvantages such 
as the requirement of a rotation system for scanning, and obtaining low-
resolution images.

On the other hand, the multi-static system has superior features such 
as having a fixed mechanism, obtaining a high number of transmission 
coefficients, forming high-resolution images, and being suitable for clinical 
applications. However, it was stated that this method also has some drawbacks 
such as having a complex structure and being affected by mutual matching. 
At the end of the study, all these features were summarized in a table and the 
study was concluded.
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1. Electrostatic Thrusters

Electrostatic propulsion utilizes a high-voltage electrostatic field for 
accelerating ions to achieve significant exhaust velocities. The main focus of 
research and development has been on systems that use positively charged 
ions as the primary working fluid, with mechanisms in place to neutralize 
ions after the exhaust. Many electrostatic systems incorporate a gridded 
arrangement at the exhaust port to confine and generate the required high 
electric field for ion acceleration. This includes ion bombardment, RIT, and 
colloid thrusters. In a typical gridded thruster, a DC potential difference of 
approximately 1 kV exists between an inner grid anode on the plasma chamber 
and an exit-plane cathode. Multiple grids are employed at the exhaust port to 
perform various functions such as propellant containment, ion acceleration, 
and control of beam divergence.

The efficiency of propulsion systems is frequently constrained by radiative 
heat losses occurring in the propellant heating/ionization chamber, and the 
power conditioning needs are influenced by the chosen propellant ionization 
approach. Issues like grid and cathode erosion have hindered the longevity 
of grid-type electrostatic systems. Continuous advancements in materials, 
particularly with the use of carbon-carbon composite grids, are anticipated to 
improve the performance and extend the lifespan of these units.

Electric propulsion has a longstanding and pivotal role in propulsion 
technology, serving as one of the earliest and most efficient methods for 
particle acceleration (Cassady et al., 2008). These propulsion systems utilize 
a fixed electric potential to propel charged ions, giving rise to two primary 
types of electrostatic accelerators: the gridded ion thruster and the Hall-
effect thruster. The distinction between these types lies in the methodologies 
employed to create the accelerating potential, leading to distinct performance 
characteristics and technical challenges. Both gridded ion thrusters and Hall-
effect thrusters have accumulated extensive flight experience and are widely 
utilized for tasks such as satellite station-keeping and orbital maneuvering 
(Curran et al., 1993).

In simpler terms, Electrostatic Thrusters, a widely recognized concept in 
the realm of electric propulsion, are commonly known as ion propulsion. The 
underlying principle involves propelling ions through the use of an electrode. 
These ions are generated by an ion source that releases charged particles into 
a stream. An accelerating electrode provides a charge opposite to that of the 
ions, pushing them towards the electrode. After passing through the electrode, 
a neutralizer releases ions with an equal and opposite charge, ensuring a 
downstream net charge of zero. The achievable thrust is solely determined by 
the exhaust velocity, ion mass, and total ion flux (Cassady et al., 2008).
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1.1. Ion bombardment thruster

Ion bombardment or electron bombardment thrusters generate positive 
ions by bombarding neutral propellant atoms in a discharge chamber with 
thermionically excited electrons. This system typically involves a cylindrical 
anode as the discharge chamber, featuring a centrally located axial hollow 
cathode. The heating of the axial cathode results in the thermionic emission 
of electrons at low amperage (1 to 15 Amps) and low voltage (25 to 30 V DC), 
which discharge toward the outer anode. To enhance efficiency, a magnetic 
field is applied in the discharge chamber, increasing the electron path length 
and residence time, thereby improving collision probability and propellant 
utilization efficiency (Goebel et al., 2005).

Grids, maintained at different potentials near the exhaust port, enable the 
acceleration of plasma to exhaust velocities. Subsequently, ions are neutralized 
in the exhaust by a spray of electrons from a neutralizer cathode, preventing 
potential differences from pulling ions back into the engine.

Ion bombardment systems have undergone testing and flights over 30 
years in space and 40 on the ground. Various NASA and Air Force low Earth-
orbit missions in the 1970s contributed to demonstrating and refining the 
basic design. For instance, Intelsat VII utilizes 25 mN UK-10 north-south 
station-keeping units. Higher thrust units have been flight-qualified for 
east-west station-keeping motors on geosynchronous satellites, requiring 
about 20 times the ∆-V per year compared to north-south station-keeping at 
geosynchronous altitudes. A notable mission, Deep Space-1, employs a 30-cm 
diameter NASA/Hughes xenon-ion engine.

Ground units have been tested with thrusts over 1N and power 
consumptions ranging from 50 W to 200 kW. Despite occasional temperamental 
behaviour in gridded acceleration, ion bombardment systems are attractive 
due to their relatively high performance, extended development heritage, and 
potential long lifetime. These systems deliver the highest integrated lifetime 
impulse among currently flying electric propulsion techniques, making 
them excellent candidates not only for station-keeping but also for primary 
propulsion. Extensive plans for commercial use include ongoing tests of tiny 
microthrusters employing a hollow cathode (Jordan, 2000).

Ion thrusters exhibit a distinctive capability to function effectively at 
high propellant exhaust velocities, with optimal operation achieved at specific 
impulse rates above 2500s. Challenges in the development of low-power ion 
thrusters revolve around designing small-sized discharge chambers and 
neutralizers that can operate effectively at low levels of energy consumption 
and low propellant flow rates.

A study (Gorshkov, 1998) explores the prolonged operation of thrusters, 
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exceeding 10 thousand hours, driven by a potent combination of high specific 
impulse and low thrust levels, arising from limited power. The efficiency of 
discharge chamber work diminishes due to reduced geometrical size, creating 
a higher ratio of recombination surface area to discharge chamber volume. As 
power decreases without altering thruster geometry, maintaining acceptable 
gas efficiency necessitates reducing mass flow rate, introducing critical power 
considerations. These findings shed light on the intricate dynamics between 
discharge chamber geometry, power constraints, and gas efficiency rates, 
offering insights for the sustained operation of high-specific-impulse, low-
thrust propulsion systems.

 

1.2. Colloid ion thruster
Colloid thrusters propel fine droplets of electrically charged, conducting 

fluid, generated through a needle, and an electrostatic field accelerates them. 
This technology, extensively studied in the 1960s and 1970s, encountered 
challenges associated with high acceleration voltages and degradation. Recent 
research is concentrating on developing miniaturized, low-power colloid 
thrusters with reduced acceleration voltages, positioning them as competitive 
solutions for microspacecraft applications (Tajmar, 2003).

Microthruster systems, offering variable thrust capabilities, play a crucial 
role in nano and microspacecraft propulsion as well as precise position 
control. Colloid thrusters, alongside Field Emission Electric Propulsion 
(FEEP) thrusters, are recognized as efficient solutions for specific impulse 
and thrust requirements. NASA missions such as LISA, EX-5, and LIRE, 
which demand precise position control, stand to benefit from microthrusters. 
Ongoing research is dedicated to compact and efficient colloid thruster 
systems operating at lower voltages (Hruby et al., 2001).

Colloid thrusters have undergone extensive research as alternatives to 
chemical propulsion for micro spacecraft. Research initiatives by organizations 
like Busek Company, MIT, and Yale University aim to develop compact and 
efficient colloid thruster systems. Advances in electrospray physics, high-
voltage electronics, and new propellant fluids contribute to achieving lower 
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operating voltages and improved performance (Xiong et al., 2002).

Research efforts in colloid thruster minimization involve the integration 
of micro-pump and micro-thruster systems using Micro-Electro-Mechanical 
Systems (MEMS) and PCB processing technologies. The micro-thruster 
operates on the electrical colloid propulsion principle, and researchers are 
focused on system properties, utilizing direct thrust measurement devices for 
characterization (Xiong et al., 2002).

The experimental setup for colloid thrusters includes a capillary made 
of fused silica with specific dimensions. Propellant flow regulation is 
accomplished through a nitrogen pressure system, and measurements are 
conducted at room temperature. Different propellant solutions with varying 
conductivities are utilized, and the mass spectrometer calibration compound 
is employed for system characterization (Chiu et al., 2005).

1.3. Field emission thrusters

Field Emission Electric Propulsion (FEEP) functions by applying a robust 
electric field, typically ranging from 8 to 15 kV, to ionize the surface of a 
working fluid, commonly a liquid metal, generating individual ions instead 
of droplets. This technique achieves notable efficiency by avoiding heat loss 
during ionization, utilizing slit or pinhole diameters around one micron in 
size (Yongjie et al., 2018).

FEEP devices demonstrate reproducibility in short pulse times and 
small impulse bits, making them well-suited for space missions addressing 
challenges like atmospheric drag and solar radiation pressure. Flight units 
developed by Centrospazio and the Austrian Research Center have been 
employed in various missions and are marketed for science-sensitive station-
keeping tasks such as LISA and TPF (Jordan, I. J. E., 2000).

FEEP represents an advanced electrostatic propulsion concept using 
liquid metal, typically cesium, as a propellant. The FEEP device consists 
of an emitter and an accelerator electrode, forming a slit with a width of 
approximately 1 µm. An applied potential difference of about 10 kV creates 
a strong electric field at the liquid metal surface, extracting and accelerating 
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cesium ions. Due to the high emitter-accelerator potential difference, FEEP 
devices can achieve high specific impulses of approximately 10^4 s. The 
emitted propellant ions create a localized, high-density ion beam, presenting 
challenges for neutralization in space environments. The ion beam emitted 
by FEEP differs significantly from conventional ion thrusters, and few plasma 
measurements have characterized its neutralization (Tajmar et al., 2004).

Field emission thrusters have emerged as promising propulsion systems 
for precision-pointing space missions due to their low thrust noise, high 
controllability, and exceptionally high specific impulse, reaching up to 8000 
seconds. Among these, the indium field emission electric propulsion (In-FEEP) 
thruster, built upon miniaturized indium liquid-metal ion sources (LMIS), has 
been in development since 1995 and has proven its spaceworthiness. This paper 
reviews over two decades of research and advancements in In-FEEP thruster 
technology, focusing on ion emission scalability, optimization, addressing 
lifetime degradation concerns, and the development of larger propellant 
reservoirs and thruster module housings. The In-FEEP thruster’s excellent 
robustness, demonstrated through space-proven applications, highlights its 
potential for precision-oriented missions such as LISA, Terrestrial Planet Finder 
Darwin, Gravity Field and Steady-State Ocean Circulation Mission (GOCE), 
and SMART-2. The ongoing efforts in research aim to further enhance the 
performance and reliability of In-FEEP thrusters, positioning them as a key 
technology for future space exploration endeavors (Tajmar & Wang, 2000).

FEEP employs an electric field to extract and accelerate atomic ions 
directly from the surface of a metal exposed to vacuum. For propulsion 
applications, the most common source is a metallic liquid, with thrust levels 
ranging from micro- to milli-Newton and specific impulses as high as 12,000 
seconds. The power-to-thrust ratio is relatively high at about 60-75W/mN 
(Tajmar, 2003).

1.4. Gridded ion thruster

The Gridded Ion Engine (GIE), an electric propulsion (EP) system 
developed since the 1960s, operates based on the electrostatic energy principle 
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to accelerate charged particles for thrust generation. GIEs worldwide consist 
of three major components: the plasma generator, ion accelerator, and electron 
neutralizer (Yeo et al., 2021) (Mickelsen 1967).

In simpler terms, the plasma generator introduces and ionizes a neutral 
gas propellant in the discharge chamber using direct current (DC), radio 
frequency (RF), or microwave discharge methods. These discharge methods 
categorize the subclasses of GIE. In the ion accelerator, grids with applied 
voltage accelerate ions from the plasma discharge. The external cathode 
supplies electrons to neutralize the expelled ions at the electron neutralizer 
(Yeo et al., 2021).

Gridded ion thrusters (GIT or GIE), with origins dating back to the 1960s 
and initially proposed by Tsiolkovsky in 1911, generate ions by bombarding 
a propellant with a high-energy electron beam created through DC, RF, or 
MW discharge (Kokura et al., 1999). These ions are then expelled through 
electrically charged grids, including a screening grid and an accelerating 
grid. The potential difference between these grids determines the propellant’s 
acceleration. Cathode grid acceleration propels the negatively charged anions. 
Xenon (Xe) is a common propellant, chosen for its ease of ionization, high 
atomic mass, and low boiling point compared to earlier metallic propellants 
like mercury or cesium. Ion thrusters, recognized for their high efficiency, are 
widely used for attitude and trajectory control in geostationary communication 
satellites and interplanetary missions (O’Reilly et al., 2021).

Ongoing efforts for lightweight spacecraft and system miniaturization 
aim to address challenges and drawbacks in these systems (Yeo et al., 2021).

1.5. Radioisotopic Thruster 

The Radioisotropic Thruster operates by generating charged colloidal 
particles within a conceptual framework that involves a thin layer of fuel 
containing beta-decaying radioisotopes. This fuel layer is distributed across a 
substantial emitting surface with a net positive charge generated through the 
decay of radioisotope fuel, often utilizing Cesium-144. The process establishes 
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a significant potential difference between the surface and space, ranging 
from approximately 500,000 to 1,500,000 volts. A shield collects electrons 
emitted from the surface, and the resulting potential difference and current 
are employed to operate a high-energy colloidal accelerator (Jordan, 2000). 
Despite the innovative potential of this technique as a power source, practical 
development has been hindered by safety considerations, including extreme 
radiation hazards and complexities, with no operational model produced.

Contact-ion thrusters offer an opportunity to achieve enhanced power-
to-area ratios, representing notable advancements in space propulsion. These 
thrusters exhibit a reduction in neutral-atom efflux to below 1%, and the 
permissible ion current density may surpass that of electron-bombardment 
thrusters by 5 to 10 times. The durability of the acceleration electrode has 
been validated, reaching ion current densities as high as 170 amp/m². Under 
specific conditions, these thrusters reportedly achieve a power-to-area ratio of 
170 kW/m² (Tahara & Nishida, 1999).

Furthermore, in efforts to improve thruster efficiency, researchers suggest 
the application of radioisotope heating to the contact ionizer, potentially 
reducing power requirements. The Hughes strip-beam contact-ion thruster, 
considering estimated vaporizer, neutralizer, and accelerator drain powers, is 
anticipated to be more efficient than electron-bombardment thruster systems. 
However, practical implementation faces challenges, such as the necessity 
for a large void fraction to contain helium evolved during decay, potentially 
increasing thruster weights. Additionally, a significant portion of the projected 
annual production of Pu-238 in 1970 would be required for a single spacecraft, 
excluding test and backup systems. This suggests that even with increased 
production, these thrusters may not find extensive utilization for high-power 
missions (Mickelsen 1967).

2. Electrothermal

Electrothermal thrusters employ electrical power to heat propellant, 
inducing expansion through a nozzle to generate thrust. Specific impulse 
within the range of 200 to 1500 s surpasses that of chemical propulsion, 
enhancing performance. The adaptability of electrothermal engines allows for 
the utilization of various propellants, offering flexibility for diverse mission 
requirements. Among the commonly employed propellants are H2, He, Li, Be, 
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B, C, NH3, N2, N2H4, and B5H9. Hydrogen, in particular, stands out due to its 
high specific heat and thermal conductivity. Energy sources for electrothermal 
thrusters encompass solar, laser, and microwave thermal energy, directed 
towards heat exchangers or propellants to facilitate propulsion.

Within the category, two subtypes are identified as Resistojet and Arcjet. 
Resistojet elevates propellant temperature through an arc discharge, while 
Arcjet utilizes a heat exchanger linked to a resistive heater. As per Wollenhaupt 
et al. (Wollenhaupt et al., 2018), Arcjet demands power ranging from 0.3 to 100 
kW, resulting in thrust levels between 200 and 7000 mN, with specific impulse 
values ranging from 200 to 2000 s. For instance, an Arcjet thruster developed by 
the University of Stuttgart (Auweter-Kurtz et al., 1996) (Schmidt 2005) utilizes 
hydrazine and ammonia, delivering thrust within the range of 100-500 mN.

Electrothermal thrusters represent straightforward systems grounded 
in gas acceleration principles. While their specific impulse falls below that 
of certain electric systems, it surpasses that of traditional chemical systems. 
Resistojet and Arcjet stand as classical examples, leveraging electrical heating 
for thermodynamic expansion and subsequent thrust generation. Resistojets, 
employing resistive elements, demonstrate compactness and compatibility 
with various gases, rendering them suitable for applications such as attitude 
control and stationkeeping (Holste et al., 2020).

These electrothermal systems constitute mature technologies with a 
record of accomplishment of successful implementation in spacecraft over 
several decades. However, their specific impulse values remain constrained 
to levels below 2000 sec, positioning them as suitable choices for near-Earth 
orbit applications but less so for exploration missions extending beyond low 
Earth orbit (Cassady et al., 2008).

2.1. Resistojets

Resistojets operate through the direct ohmic heating of the propellant, 
involving the passage of the propellant over a tungsten-heating element 
within a heat exchange chamber before being expelled. While electric 
heating introduces a more intricate interface compared to chemical 
propulsion, resistojets demonstrate compatibility with traditional chemical 
monopropellants or bipropellants in terms of power conditioning and feed 
systems. These compact and lightweight systems can achieve relatively high 
thrust levels with voltages of approximately 100V and high current. Notably, 
hydrazine resistojets have been successfully employed on Iridium satellites 
for orbit-raising maneuvers, highlighting their suitability for extended multi-
hour burns (Jordan 2000).

The utilization of electric heaters to enhance the specific impulse of 
nitrogen or ammonia propellants in resistojets traces back to the Vela-
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1 satellite in 1965. In the 1980s, Aerojet Rocketdyne developed MR-501 
Electrothermal Hydrazine Thrusters (EHTs) for North-South Station Keeping 
(NSSK) applications on geosynchronous communication satellites. The MR-
501 EHTs, first deployed in orbit in April 1983 on Satcom 1R, demonstrated 
successful integration within a short timeframe (Hoskins et al., 2013).

Multipropellant resistojets, crucial for Space Station Freedom’s (SSF) final 
operating configuration, are tailored for drag makeup propulsion, prioritizing 
longevity and integration over peak performance. These resistojets can 
operate on various waste gases from the Environmental Control and Life 
Support System (ECLSS), addressing challenges related to waste disposal and 
propellant resupply. Under the NASA program, engineering models developed 
by a collaboration between Rocketdyne and Technion underwent successful 
testing on a variety of propellants, accompanied by system integration studies 
and the development of a power controller (Xiong et al., 2002).

Resistojets stand as among the less complex electric propulsion devices, 
functioning by directing the propellant over an electrically heated solid surface. 
The specific impulse, influenced by the molecular mass of the propellant and 
the maximum chamber temperature, typically reaches around 300 seconds. 
While hydrogen proves to be the most efficient fuel, storage challenges lead 
to the preference for other propellants such as O2, H2O, CO2, NH3, CH4, and 
N2. The efficiency of resistojet thrusters ranges from 65% to 85%, with losses 
occurring in areas such as heat transfer and the dissociation of propellant 
byproducts. A notable drawback is the relatively inefficient heat transfer from 
the resistance element to the gas stream. Various resistance element designs, 
including coils of wire and geometric shapes, aim to maximize heat transfer 
to the gas flow (Curran et al., 1993).

 
2.2. Arcjets

The fundamental principle underlying thermal arcjet thrusters is the 
utilization of an electric arc to heat the propellant, causing the expansion of 
the resulting hot gas in a divergent nozzle. This approach, akin to chemical 
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thrusters, attains higher mass-specific energies due to its independence from 
the energy content of the propellant. Achieving specific impulses of up to 
2,000 seconds is possible, surpassing the capabilities of conventional chemical 
thrusters.

In the general design, a tungsten alloy nozzle is employed, featuring a 
cathode and anode mounted coaxially and separated by a high-temperature 
insulator. Arc stabilization and constrictor wall cooling are facilitated through 
the tangential injection of propellant gas. Thermal arcjets are categorized 
based on power levels, ranging from 100 W to 100 kW (Wollenhaupt et al., 
2018).

Arcjets, similar to resistojets, are categorized as electrothermal devices. 
They overcome the wall temperature limitation of resistojets by internally 
depositing power through an electric arc. The arc, typically formed between 
a cathode and an anode that serves as the supersonic nozzle, results in a non-
uniform, high-temperature core. While this characteristic reduces propulsive 
efficiency, it leads to high specific impulse. Arcjets can be classified based 
on power, and their performance advances are influenced by materials and 
thermal design. Arcjets occupy an intermediate position on the specific 
impulse scale and compete with plasma thrusters in geostationary applications 
(Martinez-Sanchez & Pollard 1998).

Various types of arcjets exist, employing diverse methods of propellant 
heating, including DC current heating, AC current heating, RF heating, and 
laser-thermal heating. DC arcjets, utilized on satellites like ARGOS, employ 
sub-kilovolt arcs with high current between a cathode tip and a diverging 
conical anode nozzle. AC arcjets are similar but have a shorter lifespan. Pulsed 
arcjets, characterized by discharge pulses, exhibit lower specific impulse 
compared to DC arcjets. The configuration of the arcjet is more complex than 
that of the resistojet, utilizing an electric arc to heat the propellant stream 
(Jordan 2000).

The arcjet configuration is more intricate than that of the resistojet, 
employing an electric arc to directly heat the propellant stream. The arcjet, 
not in direct contact with the wall, can achieve higher propellant temperatures 
without increasing the wall temperature. The arc forms between a central 
cathode and an anode, both parts of the divergent nozzle. Achieving uniform 
heating is crucial, and efficiency ranges from 35% to 54%. The constricted 
arcjet design, featuring a central cathode upstream of the throat, maximizes 
heat transfer by arcing between an anode ring downstream of the throat.
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2.2.1. DC arcjets

Low-pressure DC-arcjet reactors present attractive sources of chemically 
reactive gas flows for applications such as spray coating and chemical vapor 
deposition. These reactors have demonstrated impressive diamond growth 
rates, reaching up to 1 mm/h, a pace at least ten times faster than observed 
in alternative reactors. This accelerated growth is attributed to a significant 
portion of the dissociation of hydrogen feedstock gases within the reactive gas 
flow generated by the arcjet discharge (Luque et al., 1998).

To assess the impact of various operational parameters on plasma velocity, 
an optical method was employed to measure the axial velocity of plasma jets 
produced by a DC plasma spray torch. Systematic examinations of different 
experimental conditions were conducted, varying the arc current (200-600 
A), gas flow rate (30-80 slm), and internal nozzle diameter (6-10 mm). Plasma 
gases, including an Ar-H2 mixture or N2, were used. Clearly defined trends 
were observed, with arc stability identified as a significant factor influencing 
velocity fluctuations.

For DC plasma spray torches featuring a stick-type cathode, velocity 
distributions were measured across different parameters, including arc 
currents (200-600 A), gas flow rates (30-80 slm), gas composition (Ar-25 vol.% 
H2 or N2), and nozzle diameters (6-10 mm). Velocity was found to be a sensitive 
parameter, providing insights into jet behaviour and stability. Significant 
fluctuations in velocity were noted, partly attributed to arc instabilities 
within the nozzle. Measurements in the plasma core unveiled a noteworthy 
correlation between velocity fluctuations and arc voltage, especially within 
the frequency band of the measurement method.

The thermal pinch within the arc column was identified as crucial for 
confining the plasma jet and shaping the velocity profile near the nozzle exit. 
The nozzle channel diameter and arc current intensity were identified as the 
most influential governing parameters, contrasting with the volume flow rate, 
which exhibited opposing effects that partially compensated for each other, at 
least within the tested parameter range (Planche et al., 1998).
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2.2.2. AC arcjets

Arc jets resulting from high-current fault arcs have the potential to cause 
damage to surrounding equipment. In a spectroscopic examination of AC 
arc jets spanning from 10 to 50 kA, iron electrodes with a 40 mm diameter 
were utilized in a literature study. The study focused on determining the 
temperature and iron vapor concentration, taking into account the self-
absorption of two spectral lines of iron atoms. With an escalation in arc 
current from 10 to 50 kA, the temperature gradually decreased from 14,000 
K to 10,000 K, while the iron vapor concentration in the arc jet sharply 
rose from 1% to 50%. Interestingly, the energy density of the arc jet showed 
minimal change (8 × 10^3 J/m³) as the arc current increased from 10 to 50 kA. 
Additionally, the static and dynamic impedances of the arcjet were measured 
using two thrusters with nearly identical configurations (Iwata et al., 2005).

A study (Hamley, 1990) investigates the dynamic impedance of arc 
thrusters in relation to flow rate and DC current levels by superimposing an AC 
component on the DC arc current. A derived mathematical model reveals that 
both static and dynamic impedance magnitudes are intricately linked to mass 
flow rate. Surprisingly, the amplitude of the AC component exhibits minimal 
influence on dynamic impedance. Noteworthy findings include a substantial 
change in dynamic impedance magnitude, with no observable phase change, 
when the DC level is reduced from 10 to 8 amps. The impedance data presented 
in this study draw favourable comparisons between two distinct thrusters, 
providing valuable insights into the nuanced interplay of flow rate and DC 
current levels on the dynamic impedance characteristics of arc thrusters. This 
research contributes to a deeper understanding of the underlying dynamics, 
offering implications for the optimization of arc thruster performance.

2.3. Microwave Electrothermal

Microwave electrothermal thrusters (METs) make use of standing 
wave microwave radiation delivered from a waveguide into a plenum 
chamber through a dielectric window. This electrodeless approach involves 
the acceleration of electrons in high-field regions by microwave radiation, 
colliding with injected neutral propellant. The mixing that occurs within 
the chamber heats the propellant, which is then expelled as exhaust. METs 
operate in both steady state and pulsed modes, boasting longer lifetimes due 
to reduced erosion. Achieving specific impulses as high as 1300 sec has been 
demonstrated using helium. Although the MET concept is currently in the 
laboratory-testing phase, it offers advantages such as electrodeless operation 
and high-energy absorption efficiency (Jordan 2000).

The MET utilizes continuous wave microwave energy to initiate and 
sustain a plasma discharge in a flowing propellant gas. The discharge absorbs 
the applied microwave energy, converting it into thermal and internal 
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energy of the propellant. The subsequent expansion and expulsion of the hot 
propellant through a throat and nozzle result in the conversion of the gas’s 
energy into thrust. Success in the MET concept necessitates high efficiencies 
in all processes, including the energy conversion process that allows for high 
energy densities in the discharge volume. METs are particularly well-suited 
for high-performance propellant gases, such as hydrogen or hydrogen-rich 
gas mixtures (Power 1992).

A team of researchers (Curran et al., 1993) constructed and tested a 
cylindrical microwave cavity with internal tuning using a microwave generator 
equipped with a phase shifter-tuner for continuous variation of microwave 
power. The test apparatus is also being outfitted with a superconducting 
magnet for a magnetic nozzle, with the goal of compressing residual plasma, 
reducing wall heating, and stabilizing the plasma. Analytical results suggest 
that a specific impulse approaching 2000 s may be achievable using hydrogen 
as the propellant at chamber pressures of up to 10 atm.

2.4. Solar electric propulsion

Efficient, affordable, and reliable capabilities are imperative for human 
and robotic exploration beyond Low Earth Orbit (LEO). Solar Electric 
Propulsion (SEP) has garnered attention due to its favorable in-space mass 
transfer efficiency compared to traditional chemical propulsion systems. 
NASA emphasizes the growing significance of this advantage as missions 
extend beyond Earth orbit, particularly for human exploration missions, 
including those involving Near Earth Objects (NEOs). SEP stages emerge as a 
potentially cost-effective solution for transferring high-mass cargoes beyond 
LEO in human missions.

Addressing power requirements exceeding 10 times that of current 
electric propulsion systems, NASA has adopted a progressive approach to 
identify critical technologies and plan an incremental demonstration mission. 
The identified 30kW class demonstration mission serves as a meaningful 
showcase of technologies, operational challenges, and provides the necessary 
scaling and modularity. Recent studies from NASA’s Human Exploration 
and Operations Mission Directorate highlight SEP’s attractiveness, given 



104  . Hakan BUCAK

its significantly higher specific impulse, versatile propulsion operation, and 
enhanced operational capability.

SEP introduces the capability for on-the-fly mission redirection or 
correction. Implementation of SEP in next-generation spacecraft mandates 
high-power photovoltaic power and propulsion systems. To enable SEP 
missions at higher power levels, an in-space demonstration of an operational 
SEP spacecraft exceeding current state-of-the-art power levels is deemed 
crucial. This demonstration holds direct applicability to a wide range of 
current and future NASA missions and can be extended to future higher 
power systems, possibly requiring 100kW of power or more (Smith et al., 
2012).

The Jet Propulsion Laboratory (JPL) has been at the forefront of Solar 
Electric Propulsion (SEP) technology, as evidenced by the Deep Space 1 (DS1) 
mission in 1996. The NSTAR ion thruster used in DS1 underwent a 30,000 hr 
Extended Life Test (ELT), leading to the approval and scheduling of the DAWN 
mission in 2006. However, limitations in NSTAR thruster performance and 
high system costs impacted potential applications in cost-capped missions. 
JPL’s Advanced Propulsion Group aims to enhance the probability of using 
electric propulsion in more missions within cost constraints. This involves 
reducing ion propulsion system (IPS) costs, introducing advanced IPS 
component technologies, and developing a standardized IPS architecture. 
In collaboration with NASA centers and industrial partners, JPL is working 
on developing an Electric Propulsion (EP) Standard Architecture. The goal 
is to reduce IPS costs by improving thruster service life and performance, 
eliminating redundant thrusters, standardizing IPS architecture across 
missions, and introducing new component technologies. The team aims for 
a 50% reduction in IPS cost, propellant throughput of 400 kg per thruster, 
thrust of 119 mN, maximum specific impulse (Isp) of 4000 sec, and a more 
manufacturable, lower-cost Power Processing Unit (PPU) (Goebel et al., 2005).

2.5. Pulsed electrothermal thrusters

Pulsed electrothermal thrusters (PET) expel pulsed plasma through a 
standard supersonic nozzle, serving as the anode within a propellant chamber. 
Plasma breakdown in the propellant is induced by discharging a capacitor 
across the inner electrode, heating the gas introduced into the cylindrical 
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chamber. Liquid hydrogen is anticipated to have a theoretical specific 
impulse of approximately 2900 sec, with other propellants scaling inversely 
with the square root of their molecular mass. The lifespan of the thrusters 
is constrained by electrode erosion, and as of now, no space tests have been 
conducted (Jordan 2000).

2.6. Laser Thermal Thruster

Laser Ablation Propulsion (LAP) stands as an electric propulsion concept 
with a history of thirty-five years. In LAP, a concentrated laser beam, whether 
in pulsed or continuous form, interacts with a condensed matter surface, be 
it solid or liquid. This interaction generates a jet of vapor or plasma, resulting 
in a reaction force on the surface that produces thrust, thereby facilitating 
propulsion for spacecraft and various objects.

LAP presents several advantages compared to chemical and other electric 
propulsion methods. Its applications span a wide range, from milliwatt-level 
satellite thrusters to kilowatt-level systems designed for dealing with re-
entering near-Earth space debris. LAP is even envisioned for megawatt and 
gigawatt systems for direct launches to low Earth orbit (Phipps et al., 2010).

In the literature, the experimental setup for LAP typically includes 
components like a ZnSe condensing lens, ZnSe window, stainless steel 
chamber, and tungsten throat. Thrust measurement is carried out using a load 
cell, while the assessment of heat loss to the chamber wall involves measuring 
the heat film to the cooling water (Tahara & Nishida, 1999). 
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1. INTRODUCTION

Aircraft have various flight phases such as takeoff, climbing, cruise, 
loitering, or landing and the performance of the vehicle depends on many 
different variables depending on the flight condition. Aerodynamic 
performance of an aerial vehicle or only its wing is usually mentioned as lift-to-
drag ratio (CL/CD), which has a great importance on aircraft flight dynamics, 
stability and performance. Especially in the takeoff and landing phases, as the 
operation is carried out near the ground, the considerations become different 
from those at the cruise, climbing, or descending phases. Such cases lead to 
the forming of a boundary near the wing, and a phenomenon called “ground 
effect” arises. In Figure 1, the wing-in-ground-effect is illustrated where the 
chord length is defined as c, and the altitude from the boundary or ground as 
h, the incidence angle as α and the airspeed or velocity as V.

Figure 1. Side view of a wing-in-ground effect (Halloran and O’Meara, 1999)

In the case of the ground effect, the flow under the wing is not allowed 
to expand likewise it is in free air because of the boundary or ground. 
Correspondingly, static pressure increment results in an increased lift and 
affects aerodynamic characteristics of the wing. Moreover, the decrement 
in downwash angle causes the effective incidence angle to be increased for 
the same angle of attack, which results in reduction in drag force, increment 
in lift force and provide improved lift-to-drag ratio (Cui et al., 2010). The 
effectiveness of the ground effect is known to depend on the ground clearance 
defined as the ratio between flight altitude and wing chord length (h/c). 

Investigation of the impact of ground effect on aerodynamic variables 
of lift coefficient, drag coefficient, pitching moment coefficient and lift-to-
drag ratio has been an attractive topic for scientists for years. In the literature, 
there are various studies investigating such effects in analytical, numerical or 
experimental manner. For instance, Bil et al. carried out computational fluid 
dynamics (CFD) analyses on a wing-in-ground-effect (WIG) aircraft to assess 
the impact of ground effect on the aerodynamic performance of the vehicle 
at various angles of attack and flight altitudes. In addition to lift increment 
and drag reduction, their discussion showed that the ground effect proposed 
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improved longitudinal stability in terms of pitching moment coefficient (Bil et 
al., 2015). Lao et al. reported a numerical aerodynamic investigation on a WIG 
unmanned aerial vehicle using a Navier-Stokes solver and obtained increment 
in Oswald efficiency and improvement in lift coefficient in ground effect than 
freestream (Lao et al., 2018). Lee et al. performed experimental investigation 
on slender reverse delta wing designs with various anhedral angles in a 
wind tunnel. They found that when h/c is 0.4 and the wing trailing edge is 
parallel to the ground using an anhedral angle, lift and drag coefficients are 
increased. Moreover, the lift coefficient was increased with an increment in 
anhedral angle during the ground effect region (Lee et al., 2019). Deng et al. 
focused on aerodynamic assessment of complex DLRF6 wing-body design 
in ground effect. They compared their results obtained from CFD analyses 
with experimental data and validated their numerical methodology (Deng et 
al., 2022). Hu et al. focused on the stability challenge of the ground effect 
and studied on optimization of an airfoil using the free-form deformation 
technique, where an artificial neural network is also conducted. They aimed to 
obtain a maximum lift-to-drag ratio and investigated the concluded optimal 
airfoil geometry by using the CFD method (Hu et al., 2022).

In this study, it is aimed to validate the vortex-lattice method on 
aerodynamic performance investigation of a wing-in-ground-effect. For that 
purpose, three wing designs with aspect ratios 1.0, 1.5, and 2.0 are generated 
on a general public licensed numerical analysis program XFLR5. The designs 
have the same airfoil sections but differ in wing areas and wing spans as 
expected from the variation in aspect ratios. Firstly, a grid independence 
analysis is conducted to ensure the accuracy of the results to be independent 
of number of the number of panels. Furthermore, the analyses were carried 
out at various ground clearance conditions and various angles of attack by 
means of the vortex-lattice method. In conclusion, the discrepancies with 
experimental results existing in the literature are presented and the success of 
the methodology is discussed for various conditions.

2. MATERIAL AND NUMERICAL METHOD

In this study, the wing models are prepared the same as the designs that 
were previously tested in the closed-type wind tunnel at Pusan National 
University which are presented in (Jung et al., 2008). The models are generated 
on the general public licensed XFLR5 program using NACA6409 airfoil 
section and having various aspect ratios (AR) that are presented in Figure 2. 
Chord length (c) of the designs is 0.2 m, while wing-span (b) and wing area (S) 
are varied with respect to alteration in wing aspect ratios as given in Table 1. 
The analysis environment is defined as sea-level conditions where air density 
is ρ=1.225 kg/m3 and kinematic viscosity is 1.5x10-5 m2/s and the airspeed 
defined similar with the experimental data as 25.5 m/s.
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Figure 2. Wing designs with various aspect ratios; a) AR=1.0, b) AR=1.5, c) AR=2.0

Table 1. Geometrical parameters of the wing designs varying with wing aspect ratio

Wing Aspect Ratio Chord Length (m) Wing Span (m) Wing Area (m2)
1.0 0.2 0.2 0.04
1.5 0.2 0.3 0.06
2.0 0.2 0.4 0.08

2.1. Vortex Lattice Method (VLM)

VLM is a useful tool to investigate the aerodynamic behaviors of a wing 
design that has a low aspect ratio, sweep angle, or even dihedral angle. XFLR5 
proposes two vortex lattice-based solving methods that use only horseshoe 
vortex or a combination of horseshoe and ring vortices to be located on each 
elementary panel on the wing. A planform view of a wing design including 
panel elements and a defined vortex is illustrated in Figure 3.

 
Figure 3. Wing planform divided into panel elements and a vortex formation (Bidar, 

2019)

The philosophy behind the method is to model the perturbation generated 
by the wing with summation of the vortices distributed over the wing 
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planform (Stempeck et al., 2018). The strength of each vortex is calculated to 
meet the appropriate boundary conditions on the surface of the panels. For 
that purpose, a wing planform is divided into a determined number of panel 
elements. Lift force (F) for each constructed panel is calculated by means of a 
vector cross product given in Equation 1, where Γ is multiplication of vortex 
strength and its length, ρ is the fluid density, V is the freestream speed.

F Vρ= ×Γ                (1)

The lift coefficient (CL) is then calculated using Equation 2, where S is the 
sum of constructed total panel area and Fwz is the projection on the vertical 
wind axis.

2
1

L wz
panels

C F
SVρ

= ∑               (2)

The formulation is applicable to total wing surface and after the lift 
coefficient values calculated together with the pitching moment and center of 
pressure position; the viscous drag coefficient could be interpolated from the 
airfoil polars. VLM methodology is known not to offer accurate estimations 
at high angles of attack, especially near the stall region (Deperrois, A., 2010).

2.2.  Grid Independence Analysis

In finite element analysis-based engineering applications, grid 
independence is a usual methodology to ensure the results obtained from the 
numerical analyses are independent of the number of mesh elements (Şumnu, 
2022). In the case of an analysis using the vortex lattice method, the mesh 
elements are defined as the three-dimensional panels, and the amount of the 
panels should be optimally determined to provide accurate results independent 
from the number of elements that also offer minimal computational time. In 
that context, number of panels have varied from 420 to approximately 14x103 
on a case wing design with AR=1, and the results at 25.5 m/s airspeed, 0-degree 
angle of attack and ground clearance value of h/c=0.2 are presented in terms 
of the lift coefficient, drag coefficient and lift-to-drag ratio in Figure 4.



114  . Yüksel ERASLAN

Figure 4. Grid independence analysis results for wing design with AR=1 at h/c=0.2

It is clear from the figures that the lift coefficient results are converged 
at approximately 8x103 panel elements, while the drag coefficient and the lift-
to-drag ratio have continued to their neglectable differentiation. Therefore, it 
is determined that the number of panel elements around 8x103 are adequate 
to have admissible results for further analyses and distribution of the panel 
elements are illustrated for the wing design with AR=1 in Figure 5. 
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Figure 5. Panel element distribution over the wing surface

As the lifting force is generated considerably by the first quarter chord 
section of the wing design, the number of panel elements is constructed as 
increasing beginning from the mid-section of the chordwise location and 
concentrated to especially leading edge of the design.

3. RESULTS AND DISCUSSION

Aiming for comparison and validation of the used method with 
experimental results, the wing design with AR=1 is analyzed at a ground 
clearance value of 0.2 at angles of attack varying between 0 degree to 8 degree, 
and the results at 25.5 m/s airspeed are given in Figure 6. The tendency of 
lift coefficient, drag coefficient, and lift-to-drag ratio are clearly seen to be 
similar to experimental results. Lift-coefficient point of view, as expected, a 
linear variation is obtained, while the lift-curve slope has a slight difference 
with experimental results. Drag-coefficient estimations are also seen to be 
satisfactory thanks to the ability of the method to model viscous effects. 
The aerodynamic performance also has an admissible tendency where the 
estimated maximum value of the lift-to-drag ratio is at the similar angle of 
attack to the experimental results.

On the other hand, the discrepancies between numerical analysis and 
experimental results are given in Table 2, Table 3 and Table 4, where the 
wing design with AR=1 is analyzed at various ground clearance values. 
Lift-coefficient and lift-to-drag ratio estimation results are found not to be 
significantly affected by variation in ground clearance values and average 
discrepancies vary from 7.11% to 8.04%, and from 3.14% to 4.07%, respectively 
with experimental results. Drag-coefficient estimation results are found 
to be slightly affected by variation in ground clearance values and average 
discrepancies are between 7.53% and 9.37% with experimental results.

The analyses are expanded to wing designs generated with aspect ratios 
1.5 and 2.0 and results for aerodynamic coefficients are presented in Figure 
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7 and Figure 8. The discrepancies with experimental and VLM results are 
found to be lower at low aspect ratio wing designs as expected for vortex-
lattice solvers (Chaparro et al., 2017). Nevertheless, the tendencies are similar 
with experimental results for both of the lift coefficient, drag coefficient and 
lift-to-drag ratio.

Figure 6. Numerical analysis results in comparison with experimental results with 
AR=1 at h/c=0.2

Table 2. Discrepancy between numerical analysis and experimental results with AR=1 
at h/c=0.1 

Angle of attack (degree) CL CD CL/CD

0 19.2% 10.53% 9.68%
2 4.10% 6.10% -2.12%
4 6.21% 7.19% -1.055%
6 -1.64% -1.62% -0.016%
8 -9.04% -12.21% 2.82%

Average 8.04% 7.53% 3.14%
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Table 3. Discrepancy between numerical analysis and experimental results with AR=1 
at h/c=0.2

Angle of attack (degree) CL CD CL/CD

0 17.78% 12.5% 5.99%
2 5.94% 7.91% -2.13%
4 7.76% 7.58% 0.19%
6 -1.17% -6.8% 5.35%
8 -5.6% -13.1% 6.68%

Average 7.65% 9.62% 4.07%

Table 4. Discrepancy between numerical analysis and experimental results with AR=1 
at h/c=0.3

Angle of attack (degree) CL CD CL/CD

0 14.63% 12.34% 2.62%
2 6.92% 7.75% -0.90%
4 1.57% -2.18% 3.67%
6 -2.53% -7.49% 4.60%
8 -9.90% -17.07% 6.12%

Average 7.11% 9.37% 3.58%
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Figure 7. Numerical analysis results in comparison with experimental results with 
AR=1.5 at h/c=0.2

Figure 8. Numerical analysis results in comparison with experimental results with 
AR=2.0 at h/c=0.2

The results for wing design with AR=2 at various ground clearances are 
presented in Figure 9. Especially at lower ground clearances, lift coefficient 
results were found dramatically to differ from experimental results. Lift 
coefficient results have nearly the same differentiation trend for every ground 
clearance value. Parallel to the lift coefficient variation, the lift-to-drag ratio 
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is also estimated more successful at higher ground clearance conditions. The 
discrepancies between numerical analysis and experimental results are given 
in Table 5.

Table 5. Discrepancy between numerical analysis and experimental results of AR=2 at 
various ground clearances at zero angle of attack

Ground clearance (h/c) CL CD CL/CD

0.1 -57.7% -21.9% -29.3%
0.2 -24.24% -17.98% -5.3%
0.3 -15.83% -15.85% 0.01%

Average -32.59% -11.5% -18.58%

  

Figure 9. Numerical analysis results in comparison with experimental results with 
AR=2 at various ground clearances at zero angle of attack

CONCLUSION

In this study, wing designs with various aspect ratios are numerically 
investigated utilizing a vortex lattice solver for assessment of aerodynamic 
performances in ground effect. Within the context of the study, the 
aerodynamic performance (lift-to-drag ratio) of the designs was investigated at 
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different ground clearances. To ensure the numerical results are independent 
of the number of panel elements, grid independence analysis was conducted. 
Moreover, to validate the analysis methodology, each design was analyzed 
at various ground clearance conditions. In conclusion, the vortex lattice 
method was found to provide admissible results for especially low aspect 
ratio designs within the considered ground clearance interval. On the other 
hand, especially at lower ground clearance regions, aerodynamic variables of 
higher aspect ratio designs were not found to be estimated successfully when 
compared with experimental data.
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INTRODUCTION

Today, the automotive industry is on the brink of a significant 
transformation. Factors such as climate change, limited energy resources, 
and the preservation of air quality have increased the demand for sustainable 
and clean energy solutions (Gorgulu, 2022, 2023). In this context, the role 
and future of the automotive sector in the sustainable energy transformation 
are examined. Fuel cells, the hydrogen economy, and alternative energy 
sources hold an important place in the quest of automobile manufacturers for 
environmentally friendly and energy-efficient solutions. This study explores 
the potential of these technologies and the innovations they bring to the 
automotive industry, supporting a vision of sustainable mobility.

FUEL CELLS

A fuel cell is an electrochemical device that works similarly to a battery 
in that it generates electricity through a chemical reaction. Because batteries 
are intended to be portable power sources, they must have all of the required 
ingredients. The battery will run out of power when these substances are 
exhausted. However, the chemical fuel itself is not present in a fuel cell. All it 
offers is a reaction chamber, which is where the fuel cell process happens. The 
real reactants that are needed to produce energy are obtained elsewhere. Power 
may be produced by the fuel cell as long as there is a chemical fuel supply. Like 
batteries, some fuel cells are still made to be portable (Breeze, 2017).
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Figure 1. Schematic Representation of a Proton Exchange Membrane Fuel Cell 
(Sundén, 2019).
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Generally speaking, oxygen is the cathode reactant or oxidizing agent 
and hydrogen is the anode reactant or fuel. Water is the equivalent result of 
the reaction between hydrogen and oxygen. Ionically conductive electrolyte is 
necessary for the possibility of an electrochemical reaction. A hydrogen-oxygen 
electrochemical system with a proton-conducting electrolyte is schematically 
depicted in Figure 1. Typically, this type of device is referred to as a fuel cell, 
especially an acidic fuel cell as acids are frequently utilized as electrolytes that 
carry protons. The following is the course of the electrochemical and overall 
reactions (Mitsushima et al., 2018):

Anode: (1)

Cathode: (2)

Total: (3)

An external electrical circuit, an electrolyte, a separator, and two 
electrodes are all present in fuel cells. Every part of the electrochemical system 
has a certain job to do. The electrodes have a wide electrochemical surface 
area and are electrically conductive. Despite being electrically insulating, the 
electrolyte has a high ionic conductivity. In an electrochemical process, these 
ions—which are typically positively (cation) or negatively (anion) charged 
atoms or molecules—represent the mobile species. The electrochemical 
processes that occur at the interface between the electrodes and the electrolyte 
are frequently complicated, despite the seemingly simple design of such an 
electrochemical system. We refer to one of the two electrodes as the “anode”.  
The system’s negative electrode, or anode, is where the fuel—the reactant—is 
oxidized. Electrons from the reactant are liberated during the electrochemical 
reaction and used in an external load. The voltage gradient (migration) and 
concentration gradient (diffusion) in the electrolyte carry the oxidized (anodic) 
reactant, or cations, away from the anode and toward the second electrode, 
known as the “cathode.” Even though it is the electrochemical system’s positive 
electrode, the oxidant is reduced at the cathode.

Proton Exchange Membrane Fuel Cells (PEMFCs)

Operating at about 80°C, the Proton Exchange Membrane Fuel Cell 
(PEMFC) is a low-temperature device. In general, the energy conversion 
efficiency—that is, the percentage of hydrogen energy converted to electrical 
power—ranges from 50% to 60%. Protons flow through a solid polymer called 
the electrolyte. Because of its tiny size and compact design, this kind of fuel 
cell has been highly recommended as a power source for land-based vehicles. 
It also exhibits good start-up performance at low temperatures.
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Direct Methanol Fuel Cells (DMFCs)

This is a version of the Proton Exchange Membrane Fuel Cell (PEMFC) 
that uses methanol instead of a separate reformer upstream of the fuel cell to 
start the reaction immediately at the anode. The operating temperature spans 
from 50 to 100°C, and the conversion efficiency is about between 30% and 
40%. The reformer’s loss is eradicated. It is used in devices like mobile phones 
and portable PCs.

Phosphoric Acid Fuel Cells (PAFCs)

For a while now, the PAFC (phosphoric acid fuel cell) type has been used 
in commercial applications. It may be used in a variety of settings, including 
businesses, hotels, hospitals, airports, and schools. At between 40% and 
50%, the conversion efficiency is quite poor. The temperature range in which 
it operates is 150–200°C. It may generate steam as well as electricity. The 
electrolyte in this case is phosphoric acid. This kind of fuel cell is especially 
impervious to contamination when it uses hydrogen fuel and operates at high 
temperatures. Carbon monoxide can harm the catalyst’s platinum layer at lower 
temperatures. Although this form of fuel cell is acknowledged in technology, 
the units are often huge and heavy. 

Solid Oxide Fuel Cells (SOFCs)

Even in distant locations, the Solid Oxide Fuel Cell (SOFC) type is seen 
to be a viable option for big units. Applications for it in automobiles include 
auxiliary power units. The electrolyte is solid and usually composed of 
zirconium oxide-based hard ceramic material. It operates at a temperature 
more than 1000°C. High reaction rates can be achieved without the need 
for costly catalysts because to the high working temperature, and gases like 
natural gas may be utilized directly or internally converted without the need 
for an additional unit. It has a conversion efficiency of around 60%. It may also 
be used with a steam turbine to generate more power. It doesn’t need fuel that 
is only hydrogen. 

Molten Carbonate Fuel Cell (MCFC)

Lithium, sodium, and potassium carbonates are melted to create the 
electrolyte in a Molten Carbonate Fuel Cell (MCFC). The working temperature 
is around 650°C, and the conversion efficiency is almost 60%. Airborne 
carbon dioxide is necessary for it to function. Excellent reaction rates may be 
achieved with nickel, a reasonably priced catalyst that serves as the foundation 
of the electrode, thanks to the high working temperature. The nature of the 
electrolyte, a hot and caustic combination of sodium, potassium, and lithium 
carbonates, counterbalances its simplicity. This kind of fuel cell may produce 
extra power when paired with a steam turbine, much as other high-temperature 
fuel cells. In addition to pure hydrogen, it can function with other hydrogen 
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carriers. Operating at high temperatures can have significant effects on cell 
components, similar to Solid Oxide Fuel Cells (SOFCs).

Alkaline Fuel Cells (AFCs)

Alkaline Fuel Cells (AFCs) have been used in spacecraft to produce 
electricity and drinkable water for astronauts. Their conversion efficiency is 
approximately 70%, and they operate at temperatures ranging from 150 to 
200°C. The electrolyte is typically composed of potassium hydroxide (KOH). 
An advantage of this type of fuel cell is that it does not rely on platinum as a 
catalyst. Carbon dioxide can affect the conversion and usually requires that 
the provided air and fuel be free of CO2, or alternatively, pure oxygen and 
hydrogen are used. This type of fuel cell has been used in Apollo and Space 
Shuttle Orbiter spacecraft.

Table 1. provides information on various types of fuel cells, including their 
operating temperature ranges, materials and catalyst types, electrolytes used, 
and efficiencies (Sundén, 2019).

Table 1. Basic Operating Characteristics of Various Fuel Cell Types.

Fuel Cell Type Materials and 
Catalyst

Operating 
Temperature (°C) Electrolyte Efficiency (%)

PEMFC Carbon and 
Platinum 30-100 Solid Membrane 40-50

DMFC Platinum and 
Ruthenium 20-90 Solid Membrane 20-50

PAFC H+ ~200 Phosphoric Acid 40-50

AFC Carbon and 
Nickel 50-200 Potassium 

Hydroxide 50-60

MCFC Stainless Steel and 
Nickel ~650 Metal >60

SOFC Ceramic and 
Perovskites 500-1000 Ceramics 50-60

FUELS

A variety of resources, including biomass, water, wind, sun, geothermal, 
nuclear, coal, and the collection, use, and storage of carbon dioxide, can be 
used to make hydrogen. Because of the variety of these sources, hydrogen is a 
viable energy carrier that can be produced practically anywhere in the world. 
Rather from being a source of energy, hydrogen is a transporter. It must be 
made from substances containing hydrogen in order to store and transfer 
energy in a manner that is useful. Fossil fuels like coal and natural gas, non-
food biomass cultivated from non-renewable goods, and renewable energy 
sources like sun, wind, geothermal, and hydroelectric power may all be used 
to produce hydrogen. One of the main reasons hydrogen is such a promising 
energy carrier is the multiplicity of these possible supply sources.  Large 
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central facilities, medium-sized semi-central plants, or tiny dispersed units 
near or at the point of use—like filling stations or stationary power production 
sites—can all create hydrogen. This flexibility in production scale and location 
adds to hydrogen’s viability as an integral part of future energy systems (U.S. 
Department of Energy, 2014, 2022, 2023a, 2023b).

Natural Gas Reforming

Steam methane reforming is a technique that uses high-temperature steam 
to create hydrogen from natural gas. Approximately 95% of the hydrogen 
utilized in the US today comes from this technique. Methane is burned in the 
air using a different process known as partial oxidation to create hydrogen. A 
“synthesis gas” or “syngas” is produced by both partial oxidation and steam 
reformation. This gas combines with more steam to create a gas stream that 
has a greater hydrogen concentration. These methods are key in hydrogen 
production, especially in regions where natural gas is abundant and readily 
available.

Renewable Electrolysis

Electrical current is used in electrolysis to separate water into hydrogen 
and oxygen. There are several ways to produce the necessary amount of power. 
However, it is preferable to produce electricity using nuclear energy, renewable 
energy sources (like wind, solar, geothermal, and hydroelectric power), or 
carbon capture, utilization, and storage in order to reduce greenhouse gas 
emissions. This approach, known as renewable electrolysis, is increasingly 
significant in efforts to produce hydrogen in an environmentally sustainable 
manner. It aligns with global initiatives to reduce carbon footprints and 
promote clean energy sources.

Gasification

The process of gasification involves heating coal or biomass and converting it 
into gaseous components when steam, air or oxygen, pressure, and heat are present. 
Steam is then combined with a succession of subsequent chemical processes to create 
a gas stream that contains more hydrogen than before. By producing hydrogen 
straight from coal using carbon capture and storage, greenhouse gas emissions may 
be cut to almost nothing. Biomass generation, due to its consumption of carbon 
dioxide from the atmosphere, results in nearly zero net greenhouse gas emissions 
when hydrogen is produced through biomass gasification. This approach offers a 
way to produce hydrogen in a more environmentally friendly manner, especially 
when using biomass as the feedstock.

Renewable Liquid Reforming

Additionally, biomass may be processed to produce transport-friendly, 
sustainable liquid fuels like bio-oil or ethanol. Hydrogen may then be produced 
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from these fuels by subjecting them to high-temperature steam. Additionally, 
aqueous reforming, a variation of this technology, is still under research. This 
approach represents an innovative way to utilize biomass, not only for direct 
energy production but also as a precursor for hydrogen generation, thereby 
contributing to the diversification and sustainability of the energy supply.

Nuclear High-Temperature Electrolysis

Water electrolysis may be made more efficient by using the heat produced 
by a nuclear reactor. The water may be made to boil for a lower total energy 
demand since less power is needed to split it into hydrogen and oxygen. 
This method, known as nuclear high-temperature electrolysis, leverages the 
substantial heat output of nuclear reactors to make the hydrogen production 
process more energy-efficient and potentially more cost-effective.

Solar-Assisted Thermochemical Water Splitting

Using the high temperatures produced by nuclear reactors or solar 
concentrators—mirrors that concentrate and magnify sunlight—is another 
technique for dividing water. This technique splits water into hydrogen and 
oxygen using a sequence of chemical processes. The technology recycles and 
repurposes every intermediate chemical utilized in the process. This approach 
harnesses solar or nuclear energy to drive thermochemical reactions, providing 
a potentially efficient and sustainable way to produce hydrogen without direct 
reliance on electricity.

Biological

Under the influence of sunlight, certain microorganisms, such 
cyanobacteria and green algae, may split water into hydrogen and oxygen as a 
byproduct of their normal metabolic activities. It is possible for other microbes 
to directly extract hydrogen from biomass.

Photoelectrochemical

With the use of a unique family of semiconductor materials and sunshine, 
hydrogen may be created straight from water. These particular semiconductors 
immediately divide water molecules into hydrogen and oxygen by absorbing 
solar energy.

The diversity in these hydrogen production methods enhances the 
potential of hydrogen as an energy carrier for the future, offering possibilities 
for producing hydrogen from various sources. Hydrogen has a wide range 
of applications, from energy production to transportation, and can meet 
different needs. This versatility makes it an increasingly important element 
in global energy strategies, especially in the context of renewable energy and 
sustainability.
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FUEL CELLS AND AUTOMOTIVE

Fuel Cell Vehicles (FCVs) hold significant potential for reducing 
dependency on external sources, contributing to climate change mitigation, 
and lowering harmful emissions. FCVs operate using hydrogen gas instead 
of gasoline and do not emit harmful exhaust emissions. Although there 
are challenges that FCVs need to overcome to compete with conventional 
vehicles, the potential benefits are substantial. While FCVs may appear similar 
to traditional vehicles, they utilize cutting-edge technology. The heart of an 
FCV is the fuel cell stack, which converts hydrogen gas, carried in the vehicle, 
and oxygen from the air into electricity to power the electric motor. Figure 2 
shows the main components of a typical FCV.
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Figure 2. Hydrogen fuel cell electric vehicle system (U.S. Department of Energy, 2022).

Fuel cell vehicles (FCVs) offer several advantages over traditional internal 
combustion engine vehicles, but they also have some disadvantages.

Advantages

Environmentally Friendly: Fuel cell vehicles (FCVs) can operate with zero 
emissions as they use hydrogen as fuel. Their only emission is water vapor. 
As a result, greenhouse gas emissions and air pollution are greatly reduced. 
Greenhouse gases, especially carbon dioxide (CO2), are released by gasoline 
and diesel engines and are linked to climate change. Pure hydrogen fuel cell 
vehicles (FCVs) solely produce heat and water in their exhaust, releasing no 
greenhouse gasses. Even yet, compared to conventional gasoline and diesel 
cars, the creation of hydrogen for fuel cell vehicles (FCVs) can still produce 
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a significant amount of greenhouse emissions, depending on the technology 
used.

High Effectiveness: When compared to internal combustion engines, 
fuel cells have a better energy conversion efficiency. A significant amount of 
the energy from hydrogen fuel is transformed into electrical energy.  Because 
hydrogen can be generated domestically from fossil fuels like coal and natural 
gas as well as renewable sources like water, biogas, and agricultural waste, 
FCVs can lessen reliance on foreign oil. This can reduce economic dependence 
on other countries and make it less sensitive to the increasingly volatile oil 
market prices.

Low Noise Levels: Fuel cell vehicles are quiet, as they lack the explosions 
and vibrations found in internal combustion engines. This is an advantage 
when used in urban areas and quiet environments.

High Torque: Fuel cell vehicles use electric motors, which means they 
can produce high torque instantly. This can improve acceleration and driving 
experience.

Long Range: Fuel cell vehicles have the potential for longer ranges as 
hydrogen storage technologies advance. This can provide drivers with more 
travel freedom.

Disadvantages

Fuel Infrastructure: The limited availability of hydrogen fuel restricts 
the use of fuel cell vehicles (FCVs). The lack of fueling stations impedes the 
adoption of these vehicles.

High Cost: The production costs of fuel cell vehicles are still high. The 
use of precious metals like platinum in electrodes increases costs. At the 
moment, FCVs cost more than conventional and hybrid cars. Still, prices are 
coming down a lot. Automobile manufacturers may be able to make fuel cell 
vehicles (FCVs) competitive with conventional cars if they keep cutting prices, 
especially for the fuel cell stack and hydrogen storage.

Storage and Reliability of Hydrogen: High pressure or liquefied state 
storage is required for hydrogen. These energy-density storage techniques are 
not cheap. Fuel cell devices are not as robust as internal combustion engines, 
particularly in specific temperature and humidity ranges. As of right now, fuel 
cell stack durability for usage on roads is thought to be around half of what 
is required for commercialization. In the last few years, durability has been 
known to range between 47,000 km and 120,000 km, but experts suggest that 
FCVs need an expected lifespan of about 240,000 km to compete with gasoline 
vehicles (U.S. Department of Energy, 2023b).

Delivery of Hydrogen to Consumers: The current infrastructure cannot 
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support the widespread adoption of FCVs. This limits the use and research of 
FCVs.

Controversial Hydrogen Production: The methods used for hydrogen 
production are controversial regarding whether hydrogen is produced cleanly 
and sustainably. The most common production method currently involves 
natural gas reforming, which can lead to carbon emissions.

Cold Weather Performance: Some fuel cell vehicles may have lower 
performance in cold weather conditions, as hydrogen storage and cell efficiency 
can decrease. Table 2 compares three 2022 model Toyota Mirai FCVs, reflecting 
their fuel consumption. It shows that in urban, intercity, and average values, 
the amount of hydrogen consumed for the same distance is clearly lower than 
the amount of fuel consumed.

Table 2. Performance criteria of some fuel cell vehicles.

2022 Toyota Mirai LE 2022 Toyota Mirai Limited 2022 Toyota Mirai XLE

Fuel Economy

km/kg
28.8

Avg.

29.6

City

28

Highway

25.6

Avg.

26

City

25.2

Highway

28.8

Avg.

29.6

City

28

Highway

km/lt
29.6

Avg.

30.4

City

28.4

Highway

26

Avg.

26.8

City

25.6

Highway

29.6

Avg.

30.4

City

28.4

Highway
Other Estimations

Range 531 574 646
Vehicle Characteristics

Vehicle 
Class Compact Car Compact Car Compact Car

Motor
AC Synchronous.

(134 kW)

AC Synchronous.

(134 kW)

AC Synchronous.

(134 kW)
Battery 311 V Lithium İon 311 V Lithium İon 311 V Lithium İon

*km/kg: Kilograms of hydrogen per kilometer

CONCLUSION

The fuel cells, hydrogen economy, and alternative energy sources being 
considered are shedding light on the sustainable future of the automotive 
industry. These technologies, offering environmentally friendly and energy-
efficient solutions that could replace traditional fossil fuels, provide significant 
benefits to the automotive industry. Fuel cells operate with low emissions and 
high efficiency, reducing environmental impact, while the hydrogen economy 
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presents great potential in energy storage and clean transportation. Additionally, 
alternative energy sources offer various paths to meet the automotive sector’s 
energy needs, with options like wind, solar, and biofuels. Therefore, the 
development and adoption of these technologies in the automotive industry 
will be a crucial step towards achieving more sustainable and environmentally 
friendly mobility in the future.
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1. INTRODUCTION

 The rapidly increasing global population, industrialization, and techno-
logical advancements have led to a continuous increase in the energy demand 
worldwide. This growing demand has caused the excessive use of fossil fuels, 
such as natural gas, oil, and coal. The realization that fossil fuel resources are 
limited, together with increasing nature-related apprehension, has triggered 
a global search for sustainable energy options. Renewable energy sources are 
important in this context. Resources, such as wind energy, solar energy, and 
hydroelectric power, offer long-term and environmentally friendly energy so-
lutions. Therefore, promoting the development and utilization of alternative 
energy sources is a crucial step in reducing dependency on fossil fuels and 
supporting environmental sustainability.  The integration of energy from re-
newable sources into an electrical grid cannot be achieved without the use of 
electronic power converters (Sun and Bae, 2022).

DC-DC converters transform the energy obtained from these sources 
into suitable voltage or current levels that can be connected to storage systems 
or electrical grids. For instance, wind turbines cannot directly produce elect-
ricity at voltages compatible with the electrical grid. Therefore, DC-DC con-
verters are employed to convert the energy acquired from wind turbines into 
electricity in a suitable format that can be integrated into an electrical grid (Li 
et al., 2022). Furthermore, these converters play a pivotal role in the charging 
infrastructure of electric vehicles and have become a significant factor in the 
rapid growth of the sector (Aslay and Ting, 2022). Soft-switching pulse-wi-
dth modulation (PWM) DC-DC boost converters, recognized for their high 
power density and straightforward controllability, are widely utilized across 
different sectors. Among these applications are electric vehicles and renewab-
le energy sources; commonly, high-frequency switching is preferred in these 
fields to increase the power density levels. Operating at high frequencies re-
duces the size of magnetic elements, thereby enabling the use of smaller com-
ponents. However, operating at high frequencies amplifies both the switching 
losses and levels of electromagnetic interference (EMI). This presents a poten-
tial risk to the overall functionality of the converter, potentially resulting in a 
decline in its effectiveness.

Soft-switching (SS) techniques involving snubber cells can effectively re-
solve these issues (Aksoy et al., 2010; Ting et al., 2022). The implementation 
of these methods ensures a substantial decrease or complete eradication of 
switching losses. SS techniques are typically categorized into four groups: ze-
ro-voltage switching (ZVS), zero-current switching (ZCS), zero-voltage tran-
sition (ZVT), and zero-current transition (ZCT) (Bodur et al., 2003). Snubber 
cells are generally categorized into two types: active and passive (Yeşilyurt 
and Bodur, 2019). Passive snubber cells do not employ auxiliary switches; ins-
tead, a series inductance and parallel capacitor are utilized to reduce switc-
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hing losses. Passive snubber cells are simple and cost effective. However, it’s 
important to note that while passive snubber cells offer advantages, they have 
limitations in recovering parasitic capacitor energy and affecting the switch 
voltage drop rate (Bodur et al., 2020). One of the main problems of passive 
snubber cells is that they expose the switching element or the main diode to 
an additional voltage. By contrast, active snubber cells utilize a minimum of 
one auxiliary switch (Tseng and Chen, 1998a; Sahin and Ting, 2018). ZVT and 
ZCT, which are advanced soft-switching techniques, are implemented using 
active snubber cells. These techniques allow for the recovery of the energy 
stored in the parasitic capacitance formed during the switching operation. In 
addition, they allow for the complete elimination of the losses associated with 
switching (Tseng and Chen, 1998b; Urgun, 2012; Li and Ho, 2016). 

In this chapter, exemplary converters belonging to the ZVT PWM DC-
DC boost converter types were selected from the literature, and their opera-
ting principles are extensively examined. Furthermore, the operating ranges 
of these exemplary converters are analyzed in detail. Additionally, simulati-
ons of these exemplary converters are conducted using PSIM 9.1.1 and emp-
hasizing the advantages and disadvantages of these converters.

2. ZVT BOOST CONVERTERS WITH ACTIVE SNUBBER CELL

The ZVT technique represents an advanced soft-switching method that 
effectively eradicates losses during power switch turn-on, enabling the recu-
peration of switching energy. ZVT plays an important role in increasing the 
performance and efficiency of power converters. In the literature, there are 
many converter structures that utilize the ZVT technique. The fundamental 
ZVT PWM DC-DC boost converter proposed by Hua et al. (1994) is the first 
study in the literature to achieve soft switching utilizing the ZVT technique. 
The circuit scheme of the converter is illustrated in Figure 1. In this converter, 
Once the voltage of the main switch reaches zero owing to the active snubber 
cell, a control signal is given. Thus, it is turned on with ZVT without losses. 
Additionally, thanks to the presented converter configuration, the discharge 
energy of the parasitic capacitor is also recovered. However, the converter has 
some drawbacks. Specifically, in this setup, the auxiliary switch is deactiva-
ted using hard switching, whereas the capacitor linked to the main switch 
terminals is charged with a variable current. Because the charging time is 
dependent on the load current, the performance of the converter diminis-
hes under lighter loads. Additionally, the level of electromagnetic interference 
(EMI) noise is quite high. 
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+                
CF  
Vo

D1S1 +Cs

Figure 1. The circuit topology of the converter with fundamental ZVT cell

Numerous studies have been undertaken to improve performance, en-
hance efficiency, and address the limitations of the fundamental ZVT con-
verter circuit. In this section, detailed theoretical analyses of example two 
converters with active snubber cells chosen from the family of ZVT PWM 
DC-DC boost converters in the literature are presented. The theoretical exa-
mination of these converters is simplified by the following assumptions:

• Input voltage is constant

• All the semiconductor power devices and passive elements are ideal.

• The CF filter capacitors are large enough to maintain the Vo output 
voltages constant.

• The LF main inductances are large enough to maintain the Iin input 
currents constant

• The voltage drops across the main components are neglected.

2.1. Example ZVT Converter-1

The circuit topology of the converter designed by Lee and Kim (2019) 
is illustrated in Figure 2. In the proposed converter, Vi represents the input 
voltage, LF denotes the main inductance, S1 signifies the primary switch, D1 
represents the internal diode of the primary switch, DF refers to the primary 
diode, CF denotes the output filter capacitor, and RL indicates the resistive 
load. Regarding the snubber cell, S2 and S3 represent auxiliary switches, D2 
and D3 refer to the internal diodes of the auxiliary switches, Ca and Cr repre-
sent resonant capacitors and Lr signifies the resonant inductance.
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Figure 2. The circuit topology of the example ZVT converter-1

Within a single switching period of the presented converter, there are ten 
operational intervals. The equivalent circuits for these operational intervals 
are illustrated in Figure 3. 

Interval 1 [Fig. 3(a)]: 

During this interval, the power switches are in the off state and the input 
current ILF is transferred to the output through primary diode DF. The reso-
nant capacitor Cr is charged to the output voltage Vo and the resonant capa-
citance Ca is zero. This interval is the off state of the classical boost DC-DC 
converter.

Interval 2 [Fig. 3(b)]:

At t  =  t1, the interval begins when a control signal is given to the auxi-
liary switch S2. After turning on the auxiliary switch S2, the resonant indu-
ctance current ILr begins to increase linearly from zero. Because the current 
through S2 is limited by Lr, auxiliary switch S2 turns on with ZCS. At the end 
of this interval, the current of Lr reaches the input current level, and the cur-
rent through the primary diode DF decreases to 0. Consequently, the diode DF 
turns off with ZCS.
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Figure 3. Equivalent circuits of the operating intervals

Interval 3 [Fig. 3(c)]:

At the beginning of this interval, a resonance begins between Cr and Lr. 
As VCr reduces, ILr continues to increase, thereby exceeding the input current 
level. When VCr reaches zero, ILr reaches its maximum level, and this opera-
ting interval completes.

Interval 4 [Fig. 3(d)]:

At t  =  t3, as soon as the VCr voltage drops to zero, the internal diode D1 of 
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the main switch S1 turns on and conducts the excess of Lr current over the in-
put current. Under these conditions, the control signal is given to the primary 
switch S1, enabling it to turn on with ZVT. At t = t4, the control signal applied 
to the auxiliary switch S2 is removed at the conclusion of this interval.

Interval 5 [Fig. 3(e)]:

At the onset of this interval, resonance starts between Lr and Ca via the 
path Lr - D3 - Ca. In this way, Ca is charged, and the resonant inductance cur-
rent begins to decrease. In this interval, because of the resonance current 
charging the Ca capacitor, the auxiliary switch S2 turns off with ZVS.

Interval 6 [Fig. 3(f)]:

During this interval, the input current Iin flows through the primary 
switch, and all semiconductor devices are in the off state. This interval is the 
off state of the classical boost DC-DC converter. When auxiliary switch S3 
turns on, this mode ends.

Interval 7 [Fig. 3(g)]:

At t = t6, as soon as S3 turns on, capacitor Ca resonates with inductance Lr, 
enabling auxiliary switch S3 to turn on with ZCS. When the energy stored in 
Ca is fully transferred to Lr, the control signal applied to S3 is removed, and the 
auxiliary switch S3 is turned off under ZVS conditions.

Interval 8 [Fig. 3(h)]:

At t = t7, when the voltage VCa drops to zero, the internal diode D2 of the 
auxiliary switch S2 turns on with ZVS. During this interval, the resonant in-
ductance current flows through D2 and primary switch S1, causing a current 
stress across the primary switch. Upon removal of the control signal for S1, 
this interval is concluded.

Interval 9 [. 3(i)]:

At the beginning of this interval when resonance starts between capaci-
tor Cr and inductance Lr. During this interval, the Cr capacitor charges with 
the combined current from the LF main inductance and Lr resonant inductan-
ce, enabling the primary switch S1 to turn on with ZVS. Once the Cr capacitor 
reaches the Vo output voltage, this interval concludes.

Interval 10 [Fig. 3(j)]:

This mode begins when VCr voltage reaches the output voltage Vo, the pri-
mary diode DF turns on under the ZVS condition and the current ILr decreases 
linearly. By the end of this interval, the ILr current drops to zero; thus, a single 
switching cycle is finished and the next switching period begins.
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2.2.  Example ZVT Converter-2 

The circuit scheme of the example ZVT converter-2 designed by Yau et 
al. (2020) is depicted in Figure 4. In example converter-2, Vi denotes the input 
voltage, LF represents the main inductance, S1 represents the primary switch, 
D1 is the internal diode of the primary switch, DF indicates the primary diode, 
CF signifies the output filter capacitor, and RL represents the resistive load. In 
the snubber cell, S2 refers to the auxiliary switch, D2 signifies the internal dio-
de of the auxiliary switch, Dr is the resonant diode, Lr represents the resonant 
inductance, and Cr indicates the resonant capacitor. 

Vi

LF

ILF
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S1 D1

iLr

Cr

+

-

+                
CF  Vo RL 

iS1

Dr

S2 D2

iS2

iDF

DF

Figure 4. The circuit diagram of ZVT PWM DC-DC converter-2

There are nine operating intervals within a single switching period of the 
presented converter. The equivalent circuits for these operational intervals are 
shown in Figure 5.

Interval 1 [Fig. 5(a)]:

In interval t < t0, the power switches are in the off state. During this time, 
the energy stored in the main inductance LF is transferred to the output th-
rough the primary diode DF, whereas the voltage across the resonant capacitor 
Cr is equal to the output voltage Vo. This interval is the off state of the classical 
boost DC-DC converter. When the control signal is applied to auxiliary swit-
ch S2, this interval ends.

Interval 2 [Fig. 5(b)]:

This interval begins when the control signal is applied to the auxiliary 
switch S2. Auxiliary switch S2 and auxiliary diode Dr turns on with ZCS be-
cause the rise rate of the auxiliary switch current is limited by the Lr resonant 
inductance. At the end of this interval, the inductance current ILr reaches the 
level of the input current, causing the diode DF to turn off with ZCS. 
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Interval 3 [Fig. 5(c)]:

At the beginning of this interval,  resonance starts between capacitor Cr 
and inductance Lr. Owing to the resonance, the resonant inductance current 
continues to increase, and capacitor Cr starts to discharge. At the end of this 
interval, at t = t2, capacitor Cr discharges completely, and current ILr reaches 
its maximum value.
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Figure 5. Equivalent circuits of the operating intervals
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Interval 4 [Fig. 5(d)]:

The resonance between Lr and Cr occuring in the previous interval con-
tinues through the path via Lr - Dr - S2 - Cr in this interval as well. However, 
this time, the stored energy of the resonant inductance Lr is transferred to the 
capacitor Cr. When ILr decreases to the level of the input current, the voltage 
across Cr reaches its peak negative value -VCrmax. From this moment on, the 
current ILr continues to decrease and falls below the input current, and the 
excess the input current flows into Cr. The resonant capacitor Cr continues to 
discharge in an increasing direction from the -VCrmax voltage to 0. At the end of 
this interval, at t = t3, when ILr drops to zero, and the control signal applied to 
the auxiliary switch S2 is removed, it ensures that S2 and the series-connected 
diode Dr turn on with ZCS. In this interval, the voltage VCr drops to the -VCrmax 
voltage value, resulting in a high voltage stress on the primary diode DF.

Interval 5 [Fig. 5(e)]:

At t = t3, a negative resonance occurs between Cr and Lr via path Cr - D1 - 
Lr. While ILr increases in the negative direction, VCr decreases in the negative 
direction. When the Cr voltage reaches zero, the current ILr reaches its maxi-
mum negative value. From this point onwards, ILr begins to recharge Cr. At 
any time in this interval, the control signal is applied to S1, and the primary 
switch turns on with ZVT. At the end of this interval, when ILr reaches zero, 
the Cr capacitor charges the Vo output voltage, thereby enabling the diode DF 
to turn on with ZVS.

Interval 6 [Fig. 5(f)]:

At the beginning of this interval, at t = t4, VCr = Vo, ILr = 0, and the primary 
diode DF is in the on state.  Because of the constant Vo voltage across Lr, ILr inc-
reases linearly, whereas the current of the diode DF decreases linearly. At t = 
t5, once ILr reaches the level of the input current, diode DF turns off with ZCS, 
and this interval is completed. Unlike the classical boost converter, as obser-
ved in this converter, the primary diode switches on and off twice, within one 
operating period. This leads to additional losses.

Interval 7 [Fig. 5(g)]:

At t = t5, a new resonance occurs between the Cr capacitor, charged with 
the output voltage Vo, and Lr via the Cr - Lr - S1 path. Because the energy stored 
in Cr is transferred to Lr, the resonant current ILr increases above the input 
current level, thereby leading to additional current stress occurs on the swit-
ch S1. This interval ends when VCr reaches zero and the current ILr reaches its 
maximum value.

Interval 8 [Fig. 5(h)]:

The resonance between Lr and Cr occured in the previous interval con-
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tinues through the path via Cr - Lr – S1 in this interval as well. However, this 
time, the stored energy of the resonant inductance Lr is transferred to the 
capacitor Cr. When ILr decreases to the level of the input current, the voltage 
across Cr reaches its peak negative value -VCrmax. From this moment on, the 
ILr current continues to decrease and falls below the input current, and the 
excess the input current flows into Cr. The resonant capacitor Cr continues to 
discharge in an increasing direction from the -VCrmax voltage to 0.  At the end 
of this interval, at t = t7, when the current ILr drops to zero, and the control 
signal applied to the auxiliary switch S1 is removed, S1 is  turned on with ZCS. 
In this interval, the capacitor Cr drops to -VCrmax voltage value  as a result a 
high voltage stress occurs again on the diode DF.

Interval 9 [Fig. 5(i)]:

At t = t7, when the primary switch S1 turns off, capacitor Cr begins to char-
ge with a constant input current, causing the voltage VCr to increase linearly. 
When the voltage Cr reaches the output voltage Vo, DF undergoes ZVS during 
activation; consequently, one switching cycle concludes, initiating the start of 
the subsequent switching cycle.

3. SIMULATION RESULTS

The examined converters are simulated using PSIM 9.1.1 program to va-
lidate their theoretical analyses. The simulation circuit scheme of the example 
ZVT converter-1 presented by Lee and Kim (2019) is illustrated in Figure 6. The 
accuracy and validity of the obtained simulation results rely on the accurate 
definition of the components used in the simulation and the correct determi-
nation of their design parameters. The characteristics, capacities, inductances, 
resistances, and other design parameters of each component used in the simula-
tion process are listed in Table 1. The simulation results are presented in Figures 
7–10 for the analysis of the system behavior and the assessment of stability.

Vin
200V

LF
1mH

Lr
35uH

S1

S2

DF

330uF
CF RLS3

40nF
Ca

10nF
Cr

Figure 6. The simulation circuit scheme of the example ZVT converter-1



146  . Hilal Sebnem Gecmez, Naim Suleyman Ting

Table 1. The design parameters of the components 

Parameter Symbol Value
Input voltage Vin 200V

Output voltage Vo 380 V
Swithing Frequency f 4 kW

Output power Po 30 kHz
Main inductance LF 1 mH

Resonant inductance Lr 35 uH
Resonant capacitor 1 Cr 10 nF
Resonant capacitor 2 Ca 40 nF

The waveforms of current and voltage across the primary switch S1 are 
depicted in Figure 7. S1 is activated with ZVT without incurring losses during 
turn-on and turn-off by utilizing ZVS. The primary switch undergoes high 
current stress, as shown in Figure 7. This heightened current stress is a notable 
disadvantage of this converter, as it results in increased conduction losses.

ZVT ZVS

Figure 7. The waveforms of current and voltage across the primary switch

The waveforms of the current and voltage across the auxiliary switch S2 
are illustrated in Figure 8, while the waveforms of the current and voltage 
across the auxiliary switch S3 are depicted in Figure 9. From these figures, it 
is evident that auxiliary switches S2 and S3 are activated using ZCS and deac-
tivated using ZVS.
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ZCS

VS2

IS2

Figure 8. The waveforms of current and voltage across the S2 auxilary switch

VS3

IS3

ZCS ZVS

Figure 9. The waveforms of current and voltage across the S3 auxilary switch

Figure 10 shows the waveforms of the current and voltage across the pri-
mary diode DF. The DF operates by turning on ZVS and turning off ZCS. 
However, the diode DF is subjected to additional current stress.

Figure 10. The waveforms of current and voltage across the primary diode
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The simulation circuit diagram of the example ZVT converter-2 propo-
sed by Yau et al. (2020) is illustrated in Figure 11. The design parameters of the 
components utilized in the simulation are presented in Table 2.  The simulati-
on outcomes are depicted in Figures 12,13,14 respectively.

Table 1. The design parameters of the components 

Parameter Symbol Value
Input voltage Vin 24V

Output voltage Vo 48 V
Swithing Frequency f 120 W

Output power Po 250 kHz
Main inductance LF 100 uH

Resonant inductance Lr 2 uH
Resonant capacitor Cr 22 nF

 The waveforms of the current and voltage across primary switch S1 are 
depicted in Figure 12, while the waveforms of the current and voltage across 
the auxiliary switch S2 are in Figure 13. The primary switch achieves lossless 
turn-on through ZVT and turns off using ZCS. However, as depicted in the 
figure, S1 experienced a high current stress. Meanwhile, auxiliary switch S2 
utilizes ZCS for both activation and deactivation. 

Vin
24V

100uF
LF

2uH
Lr

Dr

S1 S2

22nF
Cr

220uF
CF RL

DF

Figure 11. The simulation circuit scheme of the example ZVT converter-2
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ZCS

VS1 IS1

ZVT

Figure 12. The waveforms of current and voltage across the primary switch

VS2 IS2

ZCS ZCS

Figure 13. The waveforms of current and voltage across the auxiliary switch

The waveforms of current and voltage across the primary diode, DF in 
the converter are illustrated in Figure 14. The diode DF is turned on with ZVS 
and turned off with ZCS twice within one cycle. This leads to additional swit-
ching losses during conduction and cut-off. Additionally, there are occasional 
voltage stresses twice per cycle, reaching -VCrmax above the output voltage. This 
situation poses another significant disadvantage to the converters.
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VDF

IDF

ZCS ZVS ZCS ZVS

Figure 14. The current and voltage waveforms of the primary diode (10A/div, 40 /div, 
1µs/div)

4. CONCLUSION

In this chapter, a detailed examination of two ZVT PWM DC-DC con-
verters with active snubber cells found in the literature is presented. All se-
miconductor power devices in the proposed converters utilize soft-switching 
techniques. The primary switch and primary diode in the example ZVT con-
verter-1 experience additional current stress. The S3 auxiliary switch requires 
isolation in the driving circuit because it does not have a common emitter 
connection with other semiconductor power switches, making control of 
the converter difficult. Additionally, when operated at high frequencies and 
under high output load conditions, Converter 1 experiences increased losses 
during turn-on, owing to the use of MOSFETs as switching elements. In the 
example ZVT converter-2, the snubber cell induces supplementary current 
stress on the primary switch, resulting in additional conduction losses. Furt-
hermore, using a primary switch with higher current ratings in the converter 
incurs additional cost. There is also a high-voltage stress on the primary dio-
de, necessitating the use of a diode with higher voltage ratings, consequently 
increasing the cost. The primary diode switches on and off twice within one 
period, leading to additional losses. Snubber cells are significant components 
of DC-DC converters and are utilized to minimize switching losses and re-
duce electromagnetic interference. However, in some cases, the incorporation 
of snubber circuits can lead to drawbacks such as energy loss and increased 
cost. During the design phase, these disadvantages must be balanced with the 
specific requirements of an application, with the aim of establishing a balance 
between optimal performance and cost-effectiveness.
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1. Introduction

Antibiotics, as fundamental pillars of modern medicine, have been 
effectively used for the treatment of diseases for many years. Additionally, 
they are widely employed in veterinary medicine to treat animal diseases 
and support growth processes. Worldwide, β-lactam antibiotics, with annual 
sales exceeding 28 billion dollars, constitute a significant economic share, 
accounting for 3.3% of total drug sales [1]. In this context, the World Health 
Organization has included 15 β-lactam drugs in the essential medicines 
list [2]. In Turkey, approximately 24.97% of prescriptions issued by family 
physicians contain at least one antibiotic. According to 2017 data, Amoxicillin 
trihydrate holds the top position in terms of cost, with a prescription rate 
of 29.81% among prescribed antibiotics. The wholesale price of Amoxicillin 
trihydrate ranges from $0.02 to $0.05 per tablet. Continuous production and 
expansion capacity are necessary to meet the increasing demand and satisfy 
the demand for essential drugs. The pharmaceutical industry, facing escalating 
drug development costs and pressure for quality improvement, has focused on 
enhancing the production efficiency of existing drugs since 2013. The U.S. 
Food and Drug Administration (FDA) has directed drug manufacturers to 
take various measures to promote continuous production. These measures 
include increasing drug availability, shortening production times, improving 
quality control, and reducing waste production [3].

However, widespread and improper use of pharmaceutical agents, 
particularly antibiotics, results in a significant amount of antibiotic waste 
entering water systems and environmental ecosystems. The environmental 
impacts of these wastes pose potential risks to aquatic organisms, water 
ecosystems, and human health [4, 5]. Diverse kinds of antibiotics have been 
found in diverse water settings, from surface waters to groundwater, and from 
drinking water treatment facilities’ input to outflow, at varying concentrations 
[5-9].

Amoxicillin trihydrate (AMCT), proven to have high solubility, 
absorption rate, and stability under acidic conditions, is one of the leading 
β-lactam antibiotics effective against various Gram (+) and Gram (-) bacterial 
species [10, 11]. This medication is essential for treating a number of illnesses, 
including tonsillitis, bronchitis, pneumonia, gonorrhea, ear infections, 
urinary tract infections, and skin infections. Beta-lactams exhibit bactericidal 
effects by disrupting cell wall synthesis and activating autolytic enzymes such 
as autolysins and murein hydrolases. Through inhibition of enzymes involved 
in the transpeptidation process of peptidoglycan synthesis in the cell wall 
structure, Amoxicillin causes disruption of cell wall integrity, leading to loss 
of osmotic resistance and bacterial death [12].

Amoxicillin, introduced in 1972, is generally considered one of the most 
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effective bactericidal antimicrobials, particularly when effective against 
bacterial strains susceptible to applied doses. However, the real risk arises with 
the long-term use of subtherapeutic doses [13]. Antibiotic residues can destroy 
susceptible bacteria in the human body, making resistant bacteria dominant. 
This can lead to treatment failure in the use of antimicrobials for disease. The 
residues of antibiotics in humans and animals, a significant portion of which 
is excreted through feces, mix with soil, water, and feed substances (grasses, 
vegetables, fruits) [14].

Amoxicillin trihydrate, being a semi-synthetic antibiotic, can be produced 
by two main methods: chemical and enzymatic. The chemical process, known 
as the Dan salt method, achieves high efficiency but involves disadvantages 
such as low temperatures, the use of solvents such as organochlorides, and 
additional chemicals. Additionally, this process generates a considerable 
amount of waste. Therefore, to reduce environmental impact, a transition has 
been made to an enzymatic process called enzymatic synthesis. This process, 
carried out with the use of the Penicillin G Acylase (PGA) enzyme, takes 
place in a watery solution, at neutral pH, and at room temperature. However, 
PGA’s dual nature as a transferase and hydrolase can lead to the formation 
of side reactions, reducing the efficiency of Amoxicillin trihydrate (Figure 
1). Numerous investigations have been carried out to enhance the enzymatic 
synthesis of amoxicillin trihydrate by optimizing parameters including 
productivity, selectivity (synthesis-hydrolysis ratio), and efficiency [15, 16]. 
Given the global intensive production of Amoxicillin

Crystallization, widely employed as a separation and purification 
technique in processes of crystallization, purification, and separation, is 
extensively used for the production of specific and active components. This 
process plays a decisive role in the chemical purity and physical properties 
of active components through factors such as crystal morphology, size 
distribution, and crystal structure. The characteristics of crystals can 
influence factors like the flowability of solids, filterability, tableting behavior, 
bioavailability, and stability. Crystallization processes are regulated by 
thermodynamic properties and crystallization kinetics. Understanding these 
processes is essential for controlling and optimizing existing processes and 
designing new processes [17-20] 
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Figure 1. Enzymatic Synthesis of Amoxycillin.

Due to its widespread use in treating bacterial infections, the presence of 
Amoxicillin in water systems can pose potential risks to the development of 
resistance and other organisms in the ecosystem. Finding practical ways to 
eliminate antibiotic residues from water treatment is crucial in this situation. 
This study focuses on the use of UV (Ultraviolet) and UV-H2O2 (Hydrogen 
Peroxide) techniques to remove amoxicillin. Advanced oxidation techniques, 
which involve hydrogen peroxide and UV light, have the ability to eliminate 
antibiotic residues.

 2. The Rise of Antibiotic Contamination in Aquatic Ecosystems and 
Its Environmental Impacts 

The incorrect and widespread use of antibiotics has led to a considerable 
increase in antibiotic residues in water sources, even with modern medicine’s 
enormous improvements. Antibiotics are useful drugs for treating bacterial 
infections and managing common illnesses. However, the spread of antibiotic 
residues into water systems is one way that this usage has unintended 
consequences (Figure 2).
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Figure 2. Sources and environmental impacts of medicinal drugs [21].

2.1. Human and Animal Utilization of Antibiotics

Antibiotics are routinely used to treat and manage a wide range of 
illnesses in both people and animals. These drugs, essential for human 
health and extensively utilized in animal husbandry, can directly reach water 
systems through post-use wastewater. With the increasing use of antibiotics, 
the quantity of waste in these sources also escalates. Antibiotics can infiltrate 
soil and water systems directly through the use of fertilizers in agricultural 
fields and medications in animal husbandry. Run offs from agricultural 
areas and animal waste serve as significant sources transporting antibiotic 
contamination to water sources. Disposal of antibiotics by users, reaching 
sewage systems, is another route through which these drugs can enter the 
environment. Additionally, expired or unused medications may be discarded 
into the environment through waste disposal, contributing to their presence 
in water sources.

Antibiotics used in animal agriculture as growth boosters or for veterinary 
purposes can leach into the soil through manure and even reach groundwater, 
according to Kümmerer [22]. During antibiotic treatment, residues can reach 
surface and groundwater in soil or other environmental compartments [22, 
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23]. Some antibiotics, such as penicillins and ampicillins, easily biodegrade 
in aquatic environments. However, many antibiotics like tetracyclines, 
erythromycin, metronidazole, and sulfamethoxazole may not be easily 
removed through conventional wastewater treatment techniques [23, 24]. 
Moreover, various antibiotics, such as sulfonamides, strongly bind to sludge, 
soil, sediment, and manure, displaying a persistent behavior that may hinder 
further biodegradation. Due to persistent chemical contamination in aquatic 
environments, bacteria and other microorganisms in aquatic environments 
may become more resistant to these chemicals. Increased antibiotic resistance 
and the emergence of hardy organisms in the environment may result from 
this [23]. Kümmerer [22] emphasized that the biodegradation of persistent 
antibiotics in sewage treatment plants and other conventional environmental 
compartments is not a viable option for the reliable removal of these stubborn 
drug compounds and requires further detailed research [22, 23].

The availability and affordability of drugs and antibiotics, especially 
those used in veterinary medicine, pose an environmental concern. This 
situation disrupts the ecological balance by inducing toxicity in organisms 
within ecosystems and microorganisms in biological treatment systems. The 
use of drugs, particularly antibiotics, for human and animal health purposes 
can lead to their presence in the environment through various pathways. 
The utilization of antibiotics by both humans and in veterinary practices can 
contribute to their entry into ecosystems.

2.2. Antibiotics Entering the Soil Environment

The physical and chemical characteristics of the soil, the overall climate, 
and other environmental variables all affect the occurrence of antibiotics in the 
environment. In environmental chemistry, the behavior and fate of antibiotics 
in soil are acknowledged as critical subjects. Animal excretion of antibiotics 
used for veterinary purposes allows them to enter the soil through the use of 
agricultural fertilizers or farm animal grazing [25]. It is estimated that the 
loading of antibiotics dumped through fertilization exceeds kilograms per 
hectare [26, 27]. An estimated 60 million pigs in the United States generate 
100,000 million kg of pee and excrement every year, which is subsequently 
utilized as fertilizer. Additionally, antimicrobial substances used in animals 
can be released into the environment through agricultural processes. Residues 
from agricultural operations and resistant bacteria have been reported over 
the years [26, 28-30]. When sludge is put over fields, substances that have the 
capacity to retain sludge can have an impact on beneficial organisms and 
microorganisms. Fertilizers are frequently used in conjunction with medicinal 
drugs to promote growth in animals housed in barns. These materials may 
have an impact on soil life [27].

Some antibiotics persist in the environment, especially in soil, for a long 
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time, while others break down very quickly [26]. The molecular makeup of the 
medications determines their chemical and physical properties in soil. Thiele-
Bruhn has investigated the sorption coefficients in soil, sediment, and sludge as 
well as the destiny of antibiotic compounds in soil [31]. Antibiotics, depending 
on their varying structural classes, ionize as amphiphilic or amphoteric, 
leading to adsorption in soil [26]. The sorption and fixation of materials in 
soil differ depending on their molecular structure, size, shape, solubility, 
and hydrophobicity, among other physical and chemical characteristics. 
Numerous chemicals exhibit polarity, sluggish solubility in water, and hence 
exhibit severe hindrance in soil [31]. The majority of antibiotics absorb quickly. 
Antibiotic strength reduction with sorption or fixation does not always imply 
total antibacterial activity elimination [32]. It has also been shown through 
experimental investigations that tetracycline and tylosin adsorbed to clay 
particles in soil have antibacterial action [33]. Tolls [34] presented a thorough 
analysis of the sorption of veterinary medications in soil. The application of 
sludge-polluted fertilizer to soil can be expected to increase the degradation 
rate of antibiotics, resulting in the accumulation of these compounds.

The mobility and modification of antibiotics in soil have been the subject 
of very few research. According to Alder et al. [35], antibiotics leached 
from agricultural soils and contaminated surface water. Intensive livestock 
production and fertilization have resulted in low amounts of antibiotics 
in groundwater or no antibiotics at all [5, 36]. Distribution coefficients 
in fertilizer have been determined for oxytetracycline and tylosin, and 
additionally for sulfachloropyridazine. Since the increasing ratio of fertilizer 
affects alkaline soil, the distribution coefficient decreases [37]. Hamscher et al. 
[38] found tetracycline in soil at a depth of 30 centimeters. This data showed 
that tetracycline was present in soil following liquid fertilizer application, 
increased in the surrounding environment, and remained [26, 39].

Antibiotics break down due to a variety of circumstances. Although 
photodegradation of sulfonamides and tetracyclines has been reported 
[32], it is not a major factor. This is because antibiotics are protected in 
sludge, reducing the effect of light. Decomposition in soil is primarily 
related to microbial activity, occurring in the form of enzymatic reactions, 
hydroxylation, and oxidative decarboxylation processes [40]. Although these 
reactions are reversible, antibiotics generally break down in soil and fertilizer 
[41]. Biodegradation in soil increases when microorganisms are added to 
fertilizer or sludge in large numbers [26, 42].

2.3. Antibiotics Removal in Wastewater Treatment Systems

Cities and industrial facilities often use wastewater treatment systems 
that may prove insufficient in completely removing antibiotic residues. This 
can result in untreated water mixing with natural water sources. While the 
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concentrations of antibiotics in domestic wastewater, measured in ng/L and 
μg/L levels, do not significantly affect wastewater treatment processes, some 
studies have indicated substantial impacts at high antibiotic concentrations, 
affecting microbial activities in wastewater [43-45]. Erythromycin at a dosage 
of 1 mg/L was demonstrated to lower COD removal efficiency and produce 
around 5% biogas in anaerobic treatment [45] in a research conducted by 
Amin et al. [44]. The bio gas and Nitrogen-like gases produced can be used in 
many fields [46, 47].

Given the prevalence of antibiotic-resistant genes in wastewater treatment 
facilities, the presence of antibiotics in wastewater is thought to have a role 
in the emergence and spread of antibiotic-resistant species. The influent 
and effluent of wastewater treatment facilities contain bacteria including 
enterococci, E. coli, and fecal coliforms that are resistant to antibiotics like 
vancomycin, ciprofloxacin, trimethoprim, and sulfamethoxazole [48]. In a 
research conducted with sequential batch reactors, Kim et al. [49] showed 
that exposure to a concentration of 1 μg/L increased the concentration and 
rate of tetracycline-resistant bacteria. It is only lately that low antibiotic 
concentrations in wastewater treatment facilities have been found to have a 
significant impact on the spread of resistance [50, 51].

The concentration of antibiotics in urban sewage and wastewater 
treatment facilities is less than 100 times lower than that of hospital wastewater. 
Anaerobic digestion processes, sewage treatment plant aeration tanks, and 
urban sewage all include resilient and multidrug-resistant bacteria. Resistance 
to beta-lactams, quinolones, tetracyclines, sulfamethoxazole/trimethoprim, 
and other sulfonamides, along with the presence of resistant coding genes, 
has been identified worldwide in sewage and sludge using classical tools such 
as processing and resilience. The selective effects of antibiotics on bacterial 
communities persistently exposed to antibiotics in sewer systems and their 
role in developing antibiotic resistance on bacterial communities remain to 
be seen. Sewer system microbial populations may be impacted by antibiotics. 
Because antibacterial drugs can have a major impact on the breakdown 
of organic matter, research on their effects on microbial populations—
particularly the suppression of sewage bacteria—has received a lot of interest. 
A decrease in bacterial numbers has been observed in model sewer treatment 
systems when different antibiotics are applied, accompanying changes in 
microbial populations.

In order to remove harmful ammonia from sewage, nitrification is an 
essential stage in the process. Particularly vulnerable is the oxidation of nitrite 
to nitrate, which is the second step of nitrification. The buildup of particularly 
harmful nitrite nitrogen at the plant exit might result from uncontrollably 
inhibiting this cycle. Mild inhibition of methanogens has been demonstrated 
in several examples pertaining to the propensity of chemicals adsorbed on 
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anaerobic biomass. In a study focusing on beta-lactams, low μg/L levels were 
found in the influent and effluent of a domestic wastewater treatment plant 
[52]. Concentrations of beta-lactams are low compared to their widespread 
use.

2.4. Pharmaceutical Industry and Production Waste: Environmental 
Implications of Drug Manufacturing

The pharmaceutical production processes can lead to the infiltration 
of antibiotic residues into water systems through industrial wastewater 
discharges. These waste discharges originating from production facilities can 
contribute to environmental pollution.

A combination of these factors significantly contributes to the increase 
of antibiotics in water sources. This situation can bring about various 
environmental issues, including antibiotic resistance and disruptions in 
ecosystems. Therefore, effective water management strategies and more 
sustainable antibiotic use are necessary to maintain integrity in combating 
antibiotic pollution in water systems.

2.4.1. Biological Treatment Methods Applied to Pharmaceutical 
Industry Wastewaters

In the pharmaceutical sector, biological treatment is a frequently used 
technique for treating wastewater. Pharmaceutical wastewater is treated 
using a general treatment system that comprises activated carbon adsorption, 
primary sedimentation, biological treatment, equalization, and neutralization. 
Wastewaters initially enter the equalization tank, and then they are directed 
to the wastewater neutralization tank to achieve a pH level between 6 and 9 
[53].

According to Eckenfelder’s studies on the biological treatability of 
wastewater, parameters such as BOD5, COD, volatile organic carbon, specific 
pollutants, toxicity, and nitrogen should be examined in addition to the 
conventional parameters at the effluent. Proper acclimation of biomass during 
operation is crucial. In case of wastewater toxicity, the necessity of pretreatment 
or achieving the complete degradation of all separable compounds using 
extended aeration systems is emphasized. If the toxicity arises from dissolved 
substances, activated carbon is a highly effective method. Some organic and 
inorganic substances have an inhibitory effect on the nitrification process used 
for nitrogen removal. Therefore, the required time for nitrification is crucial. 
Moreover, considering the importance of volatile emissions in wastewater, 
scraping should be considered in the design of the activated sludge system 
[54].

In the study conducted by Kabdaşlı et al. (1999), the characterization of 
wastewaters originating from the production of three different pharmaceutical 
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raw materials, namely Paracetamol, Omeprazole, and Mefenoxalon, in a 
chemical synthesis process was carried out. Experimental studies showed 
that Paracetamol wastewater exhibited a structure that could be easily 
biologically degraded. In contrast, for raw Omeprazole wastewater, treatment 
efficiency was achieved only after chemical oxidation. When Paracetamol 
and chemically oxidized Omeprazole wastewaters were treated separately or 
combined and subjected to biological treatment, a COD removal efficiency 
of around 80% was achieved at F/M ratios of 0.25-0.99 gCOD/gMLSS.day-1. 
Mefenoxalon exhibited an inert structure and, therefore, could not be treated 
biologically [55].

The pretreatment of wastewaters from a pharmaceutical firm that 
mostly employs fermentation for production was investigated in a low-rate 
anaerobic system by Schlott et al. (1988) before being added to the already-
existing extended aeration activated sludge system. In the planned facility, 
fermentation wastewaters were initially fed into the anaerobic treatment plant, 
then fermentation wastewaters were combined with chemically synthesized 
wastewaters and sent to the aerobic treatment plant, achieving 79% COD, 86% 
BOD, and 83% TSS removal.

Sachs et al. (1978) investigated the treatability of pharmaceutical 
industry wastewaters containing high COD and low TSS, resulting from 
organic chemical synthesis, in anaerobic filters (reactor volume = 19 L, T 
= 35 °C, hydraulic retention time = 36 h). While the initial COD removal 
in filters fed with 2000 mg/L methanol was 94%, the efficiency decreased 
when pharmaceutical wastewater, gradually increasing in concentration, 
was introduced. With diluted concentrations of pharmaceutical wastewater 
at 2000 mg/L, the efficiency ranged from 70% to 80%. The results of this 
investigation showed that the anaerobic treatment removed 33% more COD 
than the real aerobic treatment plant and significantly reduced the amount of 
dark color in the effluent [56].

2.4.2. Physicochemical Treatment Methods for Pharmaceutical 
Industry Wastewaters

In the treatment of pharmaceutical industry wastewaters, biological 
treatment is considered the most suitable treatment alternative. However, due 
to their inherent composition, these wastewaters cannot be directly subjected 
to biological treatment and therefore need to undergo a pretreatment. 
Particularly, antibiotic formulation wastewaters, which contain high 
concentrations of non-biodegradable substances, do not achieve efficient 
treatment when directly subjected to biological treatment. This is attributed to 
the toxic effects on aquatic microorganisms, leading to their inhibition and the 
formation of resistant bacteria [8, 57, 58]. Consequently, for pharmaceutical 
wastewaters causing inhibition in biological treatment facilities at high 
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concentrations, it is necessary to apply a chemical pretreatment process before 
introducing them to biological treatment.

Gürel et al. (1998) conducted a research whereby they assessed the impact 
of chemical oxidation on the elimination of organic matter before biological 
treatment in a pharmaceutical enterprise involved in chemical synthesis, 
particularly in the manufacturing of Mefenoxalon and Omeprazole. As 
oxidants, hydrogen peroxide (H2O2) and sodium hypochlorite (NaOCl) were 
employed. As a result of chemical oxidation, a 25% total organic carbon (TOC) 
removal was achieved in the wastewater sample containing Mefenoxalon, 
and a 30% TOC removal was observed in the wastewater sample containing 
Omeprazole. Subsequent to biological treatment, a COD removal efficiency 
of 80% was determined for Paracetamol and pre-oxidized Omeprazole-
containing samples. However, it was observed that the Mefenoxalon-
containing sample exhibited resistance to biological treatment even after 
oxidation [59].

Rabosky et al. (1993) conducted a coagulation study on pharmaceutical 
industry wastewaters, employing three different approaches. In the first 
approach, weak anionic, weak cationic, medium cationic, and strong cationic 
polyelectrolytes were used, and the best efficiency was achieved with a 
weak anionic polyelectrolyte. In the second approach, various types of 
polyelectrolytes were used without alum and lime, and the best performance 
was exhibited by a weak cationic polyelectrolyte. In the third approach, the pH 
was adjusted to 7 using lime, and varying amounts of alum concentration were 
added with a constant polyelectrolyte concentration of 1 mg/L. The optimum 
treatment efficiency was achieved with a 15 mg/L alum concentration [60].

Laboratory-scale tests were carried out in different research by Ternes 
et al. (2002) to look at the removal of certain medications (Dclofenac, 
Carbamazepine, Clofibric Acid, and Bezafibrate) from drinking water. The 
poor sorption qualities of the medications prevented any of them from being 
removed, as indicated by the results of the Jar test conducted with FeCl3 
coagulant. Nonetheless, it was discovered that the ozonation procedure 
was quite successful in getting rid of these polar substances. Over 90% of 
Carbamazepine and Diclofenac were removed at an ozone concentration of 5 
mg/L, whereas 50% of Bezafibrate was removed at an ozone concentration of 
1.5 mg/L. At 3 mg/L ozone concentration, Clofibric Acid remained stable, but 
after the ozonation process, effective removal of the selected drugs from water 
was ensured through granular activated carbon filtration [61].

In recent years, advanced oxidation processes have emerged as significant 
potential for the treatment of industrial wastewaters containing dissolved 
pollutants, non-biodegradable toxic, and refractory organic substances.
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3. Antibiotic Separation Studies: Comparative Analyses of Treatment 
Methods in Turkey and Worldwide

Antibiotic removal was shown to be more successful in secondary 
treatment processes as opposed to primary treatment processes in a research 
by Gulkowska et al. (2008) carried out at wastewater treatment plants in Hong 
Kong. Antibiotic concentrations for different antibiotics were assessed in 
samples taken from four treatment facilities for sewage in Hong Kong and one 
facility in Shenzhen. The samples from Hong Kong had the greatest quantities 
of cephalexin, ranging from 670 to 2900 ng/L, whereas samples from Shenzhen 
showed no detectable levels of the drug. Comparing norfloxacin (5-78%) and 
tetracycline (7-73%) to other antibiotics, greater clearance efficiencies were 
often seen. It was determined that traditional therapeutic approaches were 
insufficient for cephalexin [62].

Li and Zhang (2010) identified the active sludge process as another 
commonly used method for the removal of cephalexin and ampicillin antibiotic 
groups. The target antibiotics, namely cephalexin and two sulfonamides, were 
successfully eliminated using this approach in freshwater and saline sewage 
systems by biological degradation. Adsorption was the main method used 
to remove ampicillin. On the other hand, removal efficiencies (30-90%) were 
reported based on relatively low input concentrations (e.g., 100 μg/L) stated in 
the study [63].

Bing and Tong (2011) collected composite samples (24 hours) throughout 
various seasons to study the removal of 20 chosen antibiotics from seven 
antibiotic classes in two wastewater treatment facilities (WWTPs) in 
Hong Kong over the course of a year. 52–100% of the antibiotics, including 
ampicillin, cephalexin, sulfamethoxazole, sulfadiazine, sulfamethazine, 
chlortetracycline, and vancomycin, were successfully eliminated. Using 
activated sludge, ampicillin and cephalexin were eliminated with 91–99% 
efficiency. In a different research, Bing and Tong (2012) methodically 
investigated the effects of pH on the chlorination behavior of 12 antibiotics 
in the output matrix of the activated sludge process in Hong Kong. The 
investigation’s findings demonstrated that pH affected both the general 
response rates of free chlorine species and the three different antibiotic kinds. 
It was demonstrated that a pH between 5.5 and 8.5 was necessary for the bulk 
of antibiotics to be eliminated (except from cephalexin and tetracycline). 
Anionic antibiotic types have a tendency to be more reactive to free chlorine 
than cationic antibiotic types [64].

Estrada et al. (2012) examined the removal of cephalexin using the 
electro-Fenton process with RuO2/Ti anode oxidation, an advanced oxidation 
method. Although effective COD removal was not achieved, satisfactory COD 
removal was obtained through a different biological treatment process. Guo 
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and Chen (2015) evaluated the effect of a combined active sludge-algae system 
on the removal of cephalosporins, achieving a 94.9% removal efficiency for 
cephalexin [65]. Kong et al. (2016) investigated the adsorption of cephalexin 
antibiotic using activated carbon and observed that activated carbon adsorbed 
approximately 95% of cephalexin at low concentrations [66].

In a study by Kurt and Yonar (2017), the advanced oxidation process was 
applied to the treatment of wastewater samples containing antibiotics from the 
β-lactam group (cephalexin, cefazolin, cefoperazone, cefaclor, cefuroxime) and 
penicillins (ampicillin). Taguchi’s Orthogonal Array L9 Experimental Design 
was used for the design of Fenton processes. Under conditions of [H2O2/Fe+2]: 
6.6 and pH:3, 86.26% COD removal and 67.5% TOC mineralization were 
achieved. Additionally, under conditions of [H2O2/Fe+2]: 10 and pH:3.5, 81.6% 
COD removal and 62.35% TOC mineralization were obtained [67].

However, there are also publications expressing negative views on the 
biological removal of antibiotics [68, 69]. This is because the concentrations 
studied in the above publications are relatively low. However, it is not clearly 
stated in these studies whether an antibiotic at this concentration is actually 
broken down by biological processes or whether it is biologically retained. 
Both increasing high concentrations and biological accumulation make the 
treatment of antibiotics with classical processes very difficult.

4. Advanced Oxidation Processes (AOPs) in Wastewater Treatment: 
Harnessing Oxidative Power for Environmental Remediation

Advanced Oxidation Processes (AOPs) are recommended as an 
alternative for the removal of refractory chemicals in wastewater treatment 
plants that may hinder the operation of facilities or pass through treatment 
systems without degradation, sometimes causing significant inhibition in 
ecosystems despite not posing a major hindrance in active sludge reactors [70]. 
The common and fundamental features of AOPs are based on the formation 
of free radicals such as hydroxyl (•OH) and peroxyl (HO2•), with very high 
chemical (combinations of ozone with various oxidants and catalysts) and 
photochemical (ozone, hydrogen peroxide, and Fenton reagents activated by 
ultraviolet light) oxidation potentials. When optimized and applied at the 
correct stage in conventional treatment systems, AOPs have been known to 
enhance treatment efficiency and significantly contribute to maintaining 
the water quality standards in receiving environments. In recent years, the 
effectiveness of AOPs in reducing concentrations of toxic and/or refractory 
pollutants in conventional biological treatment systems to levels tolerable 
by microorganisms in wastewater and aquatic organisms in receiving water 
bodies has been investigated using bacterial growth and substrate removal 
inhibition tests, biochemical tests, and respirometric methods for respiratory 
inhibition measurements [71-73]. While conventional methods such as 
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activated carbon adsorption, flocculation, filtration, and biological treatment 
can remove toxic water pollutants, they fall short in breaking down stable 
aromatics. AOPs, by generating powerful oxidizing radicals such as •OH that 
can effectively degrade many organic pollutants, present a potential solution 
for the treatment of wastewater containing toxic pollutants. Various advanced 
oxidation processes, including homogeneous, heterogeneous, and combined 
systems, are employed in the treatment of wastewaters [74]. 

4.1. Advanced Oxidation Processes in Homogeneous Photokinetics: 
Unraveling the Mechanistic Frontiers

In a dark environment and at high pH, it is feasible to generate ozone (O3/
OH-), ozone with hydrogen peroxide (O3/H2O2), and hydroxyl radicals (•OH) 
through the Fenton reaction. Due to its utilization in this study, detailed 
information about Fenton processes, whose primary mechanism involves the 
catalytic decomposition of H2O2 with an iron catalyst, is provided under a 
separate heading.

4.1.1. Ozone Treatment at Elevated pH Levels

The net reaction of ozone with OH- results in the formation of •OH 
radicals.

 (4.1)

It has been shown by Staehelin and Hoigné (1982) that elevated pH alters 
the ozone process. The capture of •OH and radical-radical pair reactions 
might upset the closed-chain reaction started by O3 and OH- in the presence 
of bicarbonate, carbonate, and organic components of humic substances. 
Furthermore, •OH can be captured by macroand/or micropollutants in the 
reaction environment. The carbonate ion is 20 times more effective at trapping 
radicals than the bicarbonate ion when pH is greater than 10.3 [75].

4.1.2. Ozonation in the Presence of Hydrogen Peroxide

Glaze et al. (1987) demonstrated that the conjugate base of H2O2 (HO2
-

) can initiate the ozone decomposition cycle to generate •OH radicals. 
Although H2O2 reacts with O3 to produce •OH radicals, this reaction is quite 
slow [76]. The reaction rate increases with increasing pH, and the optimum 
pH is around 7-8. 

HO2
- + O3  → HO2 + O3

-  → •OH + 2O2  (4.2)
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4.2. Photocatalytic Homogeneous Advanced Oxidation Processes

Advanced Oxidation Processes (AOPs) come in a variety of forms, all 
centered around the production of •OH radicals in the presence of UV or 
near-UV (UV-A) light. Comprehensive descriptions of the Photo-Fenton and 
Photo-Fenton-like advanced oxidation processes are given under a different 
topic, among the several forms of photocatalytic homogeneous AOPs.

4.2.1. Advanced Oxidation with Ozone and UV-C

This process involves direct ozonation, ozone decomposition, and a 
photolytic reaction, where O3 can absorb UV radiation at a maximum 
wavelength of 253.7 nm in liquid solutions, leading to the accumulation of 
H2O2 throughout this process.

 

O3 + H2O + hν  → O2 + H2O2    (4.3) 

H2O2 + hν  →  2 •OH     (4.4) 

HO2
- + O3  → HO2 + O3

-  →     •OH + 2O2 (4.5)

4.2.2. Advanced Oxidation Process with H2O2/UV-C

In this process, H2O2 is activated by UV-C to generate •OH radicals [70]. 

H2O2 + hν →  2 •OH (λ = 254 nm)   (4.6)

At a wavelength of 254 nm, the molar extinction coefficient of H2O2 (ε 
= 19.61) is much lower than that of ozone (ε = 3300 M⁻¹·cm⁻¹). To generate a 
sufficient amount of •OH radicals, high concentrations of H2O2 are required 
in the environment [77].

4.3. Application of Advanced Oxidation Processes in the Treatment of 
Pharmaceutical Industry Wastewaters

Çelebi and Sponza (2008) investigated the chemical pre-treatment of 
three synthetic wastewater samples containing typical concentrations of 
cephalosporin, penicillin, and quinolone group antibiotics in order to enhance 
the biological treatability of formulation wastewaters. They emphasized that 
ozonation at pH = 7 is an effective method for the efficient removal of active 
substances in formulation wastewaters. For CODo = 450 mg/L and pH = 7, 
the biological treatability ratio (BOD5/COD) increased from 0 to 0.07 for 
cephalosporin, from 0 to 0.28 for penicillin, and from 0.02 to 0.31 for quinolone, 
partially improving the biological treatability. At an ozone dose of 2960 mg/
(L·min), COD removal efficiencies were 79%, 81%, and 68% for cephalosporin, 
quinolone, and penicillin, respectively. When the pH was increased from 7 to 
12, COD removal efficiencies for cephalosporin and penicillin increased from 
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83% and 70% to 89% and 85%, respectively [78].

Özilkiz (2002) investigated the treatability of a synthetic wastewater 
composed of Amoxicillin Trihydrate and Potassium Clavulanate, a mixture 
of synthetic penicillins, using H2O2/UV-C and Fe2+/H2O2/UV-C processes. 
For the H2O2/UV-C process, a single application of UV-C achieved 6% COD 
removal at CODo = 300 mg/L. The effect of pH on the process efficiency was 
examined, and it was observed that the process efficiency was not affected by 
pH, with 77% COD removal at pH = 3.5 and 78% COD removal at pH = 5.5. At 
the selected optimum H2O2 concentration (18.75 mM), the BOD5/COD ratio 
increased from 0.01 to 0.41 after 180 minutes of treatment. At the optimum 
H2O2/Fe2+ ratio of 10:1 (9.4 mM H2O2: 0.98 mM Fe2+), the BOD5/COD ratio 
increased from 0.01 to 0.58 after 180 minutes. This system was chosen as the 
most effective method for treating synthetic penicillin formulation wastewater 
in terms of both efficiency and cost [79].

In a study by Zwiener and Frimmel (2000), pharmaceutical pollutants 
from domestic wastewater, agricultural areas, and metabolic residues of 
humans and animals in surface waters were detected. Ibuprofen, Diclofenac 
(pain relievers), and Clofibric Acid (lipid-lowering) were the most abundant 
substances in the water, and their sensitivities to oxidation were examined 
using O3 and O3/ H2O2 processes. Applying O3/ H2O2 at a ratio of 1 mg/L 
O3 to 0.4 mg/L H2O2 resulted in approximately 50% removal of Clofibric 
Acid and Ibuprofen concentrations, and complete degradation of Diclofenac 
was observed. When the O3/ H2O2 ratio was increased to 3.7 mg/L O3 to 1.4 
mg/L H2O2, a 90% removal was achieved for Clofibric Acid and Ibuprofen 
concentrations [80].

Vogna et al. (2004) investigated the advanced oxidation of Diclofenac, a 
commonly used drug, in water. After 90 minutes of reaction time, ozonation 
achieved 32% mineralization, and H2O2/UV processes achieved 39% 
mineralization. Ternes et al. (2002) demonstrated the effectiveness of the 
ozonation process in eliminating polar compounds. A concentration of 5 mg/L 
ozone achieved more than 90% removal of Carbamazepine and Diclofenac, 
while a concentration of 1.5 mg/L ozone achieved 50% removal of bezafibrate. 
After the ozonation process, except for Clofibric Acid, the effective removal 
of selected drugs from water was achieved by subsequent granular activated 
carbon filtration [81].
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1. Introduction

There are significant populations of trees around the world. The low 
branches of these trees are pruned by the relevant institutions due to industrial 
and safety requirements. A machine that can perform this type of pruning 
is manufactured according to the requirements of the forestry industry. The 
current application is by people climbing the tree or by users carrying saws 
supported by platform cranes with baskets. A prototype attached to the boot 
of the tree climbs up spirally thanks to its stepped tyres and cuts the low 
branches with the saw on it. This study presents the basic support system for 
the production of this prototype up to a certain tree diameter.

Pruning is a method of tree and plant care in which certain parts of a 
plant, such as branches, roots, etc., are cut and removed in a controlled manner. 
Pruning is a factor that has an important impact on the health and structure 
of the tree. Well-pruned trees require less maintenance as they provide a 
safe environment and an aesthetic appearance. (Badrulhisham & Othman, 
2016). Pruning makes forests better and healthier and produces high-quality, 
branch-free forest products. It also has a positive impact on the development 
of biodiversity (Ishigure, Kachi, Mori, & Kawasaki, 2010).

Despite all these positive effects, pruning trees is a dangerous job that 
relies on human labour, so the decrease in the number of workers and the 
demands of forestry have paved the way for the emergence of robots for 
pruning. The presence of robots leads to a decrease in product efficiency and 
a decrease in employment due to the decrease in the number of workers, but 
ensures that the sector remains vibrant by making a large contribution to 
the forestry industry. In terms of employment, it is becoming increasingly 
difficult and costly to find qualified personnel to work in forestry.

On the other hand, there is an important need for climbing and pruning 
work on power transmission lines. Pruning is required to protect these lines 
from trees. More detailed prototypes, such as drones, have been produced for 
use in such harsh environments.

Although tree-climbing and pruning robots are now mainly used in 
countries such as Japan, India, the USA, Germany, and China, they are still 
in the early stages and are forestry equipment that has yet to be developed 
(Ishigure et al., 2010; Wang, Zheng, Zhang, & Meng, 2021).

Studies on pruning were first carried out in countries with good 
economies, such as Europe, America, and Japan. The main idea of this 
study is based on the difficulties encountered by the Directorate General of 
Forestry in Turkey in carrying out pruning activities. Maintenance measures 
are carried out in order to convert the existing forest potential into quality 
products in the long term. One of these maintenance measures is to ensure 
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the long and healthy growth of the tree by pruning the low branches of 
the tree. By growing long and neatly, these trees achieve first quality in the 
classification of trees, which means that high sales figures can be achieved. In 
the existing forest areas, pruning is almost negligible as it is based on labour 
and the risk of occupational safety. Currently, for pruning in forested areas, a 
belt tied around the waist and holding hooks attached to the feet are used to 
climb the tree and prune the branches with a hand-held saw. Although this 
method is very difficult in forest areas, it poses great risks in terms of work 
and personnel safety. 

Currently, pruning in wooded areas is done by climbing the tree with 
a belt tied around the waist and grappling hooks attached to the feet and 
pruning the branches with a hand-held saw. Although this procedure is very 
difficult in the forest, it carries great risks in terms of work and personnel 
safety. If the pruning is not carried out, the timber yield decreases as the 
smaller trees below and next to the trees do not receive enough daylight due 
to the proximity of the trees to each other. To increase this yield, a pruning 
machine is needed that can be easily deployed on the forest site.

Another problem is that the branches of the trees on the roadside, which 
are up to six metres high, pose a danger to the passage of vehicles up to four 
metres high. To eliminate this danger, the low branches should be pruned. 
It turns out that, unlike forests, the maintenance of roadside trees is never 
interrupted because it carries a safety risk. This activity, which cannot be 
interrupted, is a slow and costly maintenance activity that requires a crane 
and at least three to four workers. The production of the mini-prototype to be 
designed will minimise manpower requirements in forest areas, work safety, 
and disruption to traffic flow during roadside work. (Engür & Kaya, 2023).

Today, robots have made a name for themselves in almost all areas. They 
have increased the comfort of human life in many areas, including in our 
homes, especially in industry, and they have begun to replace humans in 
production through their skills.

Favouring robots and machines in dangerous situations that can endanger 
human lives is considered one of the most logical solutions. The activity of 
climbing over long distances, which can lead to death, shows the importance 
of robots in this area. They are also a good alternative to reduce costs and time 
losses. (Bogue, 2019).

Climbing trees for pruning or other purposes is one of the actions that 
endanger people’s lives. In forested areas, the height of trees can easily reach 
up to 10 metres, which helps us to understand the dimensions of the risk. For 
all these reasons, it is necessary to have a robot that can climb trees and do 
this work instead of humans.
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The studies in the literature can be divided into two groups. These can 
be classified as tree climbers for forestry purposes and other utility robots. 
A new generation vertical climbing robot called RiSE, developed by Boston 
Dynamics, is one of the best examples of payload robots. It is designed for 
military surveillance and inspection for security purposes. Similar to reptiles, 
its six-legged structure gives it a good grip on the surface it climbs. There are 2 
motors on each leg. One set of three legs of the robot allows it to move forward 
and the other set of three legs allows it to hold on to a tree. The tail of the RiSE 
robot in Figure 1, which is also shaped like a reptile, makes it easier for it to 
hold on to the tree. (Saunders, Goldman, Full, & Buehler, 2006).

Figure 1. RiSE surveillance robot (Saunders et al., 2006)

Another robot inspired by the snake, a reptile in nature, has been 
developed in China for use in rescue operations. This robot has successfully 
overcome the challenges of flexibility and easy adaptation in covering long 
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distances. Thanks to its small, interconnected, rotatable modules and its 
locomotive structure, the robot can successfully overcome obstacles on the 
surface. This autonomously controlled robot can perform the climbing task 
with a spike-like movement. The snake robot shown in Figure 2 consists of 
16 equivalent modules. The connection points of these modules form the 
climbing route thanks to its ability to rotate laterally and vertically.(Zhen, 
Gong, & Choset, 2015). 

Figure 2. Snake Robot (Zhen et al., 2015)

In another study inspired by Kraken, Figure 3 shows an autonomous 
robot that can be controlled and used for different purposes and is able to 
climb vertical objects such as trees, pipes, etc. Thanks to its flexibility, it can 
move without the need for a robot. Thanks to its flexibility, it can hold on 
to different surfaces without the help of a sensor. The robot consists of six 
legs that are designed to move freely on the surface. Each leg contains two 
servomotors that move the robot up and down. In addition, rubber bands are 
used to press the body against the surface. With these features, the robot can 
be used for various controls and purposes.(Ito, Aoyagi, & Homma, 2019).
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Figure 3 TAOYAKA-III: A Six-Legged Robot  (Ito et al., 2019)

A design realised in Switzerland includes a wheeled prototype capable 
of climbing structural elements such as palm trees, telephone poles and 
lampposts. Images of this powerful robot can be found in Figure 4. Inspired 
by humans climbing with rope clamps, this new climbing approach allows 
climbing with a high preload. Depending on the motor power, a preload of 
100 kg was achieved. The prototype can climb on tree trunks with a wide 
diameter range (20-50 cm) and move at a speed of 2 m/s despite a mass of 20 
kg, taking wet ground conditions into account.

The body of the robot is made of aluminium to make it light and easy 
to manufacture. By using a planetary gear motor and a worm gear, 2 kW of 
power and 250 Nm of torque were achieved. These features allow the robot to 
work effectively in different environmental conditions.(Fischer & Siegwart, 
2010).
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Figure 4. Climbing Robot with High Preload Capacity (Fischer & Siegwart, 2010)

The University of Gifu has been working on a robot that is capable of 
pruning trees with a new generation of climbing techniques. This robot is able 
to climb quickly thanks to its light weight. In this study, which was inspired 
by human climbing methods, the robot’s centre of gravity is outside the tree so 
that it can hold itself by applying pressure to the boot. No holding mechanism 
was developed for the body. Four wheels are mounted at regular intervals, two 
at the bottom and two at the top. Thanks to this wheel-driven structure, the 
robot can climb the tree quickly. (Kawasaki, Murakami, Kachi, & Ueki, 2008).  
In the second prototype, the spiral climbing ability was added to the straight 
climbing ability. This made both straight and spiral climbing an adjustable 
option. With the power of a 24 V battery and a chainsaw, it can trim target 
branches with a diameter of 1 cm. (Ueki, Kawasaki, Ishigure, Koganemaru, 
& Mori, 2011).

Figure 5. Kawasaki Straight and Spiral Climbing Tree Pruning Robot (Ueki et al., 2011)

Three different prototypes were developed as part of the WOODY project, 
which was initiated at Waseda University in Japan. Like the Kawasaki robot, 
the main aim of this study was to protect forests. Another aim of the project 
was to prevent the excessive number of branches on the trees in the forests 
from blocking the passage of sunlight and causing the fruit on the ground to 
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rot. In addition, the risk that trees could topple and fall on people and workers 
during heavy rainfall due to an excessive number of branches was also taken 
into account. To avoid endangering human lives, the researchers launched the 
WOODY project.

WOODY is designed as a robot that can be controlled manually. It can 
be clamped to the tree with its arms and can perform opening and closing 
movements in the robot body thanks to the gear shaft in its structure. At the 
top there is a cutting device for pruning. The wheels inside each arm rotate on 
the tree boot and start the pruning process. Its design is limited by its ability 
to climb flat trees such as cedars and cypresses (Lam & Xu, 2012).

Figure 6 WOODY Prunning Robot (Gennert, 2013)
AB232R is an automatic pruning robot manufactured by Seirei, a 

commercial product. The robot is driven by wheels and has a certain spiral 
climbing angle because the wheel angles are fixed. Thanks to this fixed angle, 
the robot’s saw can cut off almost any branch on the tree trunk. The robot 
climbs up the tree at a constant speed and the branches are cut with a saw 
mounted on the top of the robot. It can be easily controlled and moved up and 
down in a spiral.

The robot can close and hold on to the tree using the pressure exerted on 
the body by the pre-tensioned springs. The ability to close is limited to certain 
areas and this area varies in direct proportion to the size of the robot. Seirei 
offers two types of models for different diameter ranges. These models appear 
as AB232R for diameters between 70-230 mm and AB351R for diameters 
between 150-350 mm. These features ensure that the robot can be used for 
different tree diameters (Gui, 2018; Lam & Xu, 2012).
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Figure 7 AB232R Prunning Robot manufactured by Seirei (Gui, 2018)
This global need has been addressed in different ways, but no absolute 

solution has been found. The only commercially available product is a German-
made pruning shear. It is a machine with a hydraulic feed. The hydraulic feed 
uses a unit that supplies the necessary pressurized oil and can only be used 
on a tractor or on flat terrain. The whole system consists of two main parts. 
The drive unit, which is connected to a small, standardized tractor, and the 
cutting unit, which climbs the tree. The required climbing speed is achieved 
by a hydraulically driven rubber belt. This ensures minimal pressure on the 
bark and a better grip on the tree. The blade in the cutting section cuts all 
branches of the tree safely and cleanly. This machine is highly efficient. It can 
prune 40 trees per hour. It can easily reach distances between 12-15 meters. 
However, with a weight of 50 kg, the cutting unit is quite heavy. As Germany 
is located on the Central European plateau, most of its land is flat sloping land. 
As Germany lies on the Central European plateau, a large part of its surface is 
flat sloping land. However, a significant part of the forest potential in Germany 
is larch forests, which were planted in a controlled manner after the Second 
World War and in which transportation facilities were created. Of course, not 
all forest areas in Germany are flat and covered with larch forests, but there 
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is enough of a market for the commercial use of these loppers. The German 
pruning shears are fast, but work on the basis of cutting dry branches with 
a maximum thickness of 4 cm. The maintenance and repair of a hydraulic 
system under field conditions is a costly and long-term process. (Jordan, 2019; 
“Leaf-nosed bat,” 2009; “Mechanical High Delimbing Systems,” 2023).

Figure 8. Advaligno PATAS Prunning Robot (“Leaf-nosed bat,” 2009)

In China, a study was conducted on pruning robots for the care of tall and 
fast-growing trees. In the study, a semi-autonomous robot was developed that 
can prune with an electric saw connected to a mechanical arm. Depending 
on the environmental conditions, the electric saw can be adjusted with the 
mechanical arm and the desired cut can be performed. The robot, which 
climbs with a fixed spiral climbing angle, consists of drive wheels, idle wheels 
and a docking mechanism. The drive wheels are connected to the motor via 
a chain and a gear wheel. There are two types of docking mechanisms: active 
and passive. Active docking works by pressing the robot against the tree trunk 
with two electric drive pistons when pruning the branches. Passive docking 
ensures that the wheels can always hold on to the trunk when climbing with 
the signal from the force sensor. (Yang, Wang, Yan, & Fan, 2021).
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Figure 9. Elecrical powered ChainSaw Prunning Robot  (Yang et al., 2021)

A free-moving robot has been developed for pruning trees in wooded 
areas and parks. This robot walks on the tree trunk with its four claws and 
cuts the branches with its motorized circular saw. Mechanical components 
such as the motor, worm gear and threaded screws in the claws have made the 
design complex. While one of the lower claws holds on to the tree, the upper 
claw, which is at an angle to it, is released. The claws that end their movement 
in this way can move, while the other claws remain free and the climbing 
cycle continues in this way. Thanks to its sharp, pointed claws, it has a firm 
grip on the tree. This design offers an interesting solution for the development 
of an efficient and flexible mobile robot for tree maintenance (Polishchuk, 
Tkach, Parkhomey, Boiko, & Eromenko, 2020).

Figure 9. Pençe tutunmalı Mobil Budama Robotu (Polishchuk et al., 2020)
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Due to the difficulties and risks of pruning trees near high-voltage power 
lines in cities, a flying, drone-like tree trimming robot has been developed 
in Japan. The robot holds the branches and prunes them. Its structure 
includes a DC motor with a gearbox, a lithium battery, and servomotors. The 
servomotors are connected to the grippers and set in the appropriate position 
for the robot to hang on the branch. Thanks to its grippers, it can also provide 
a very good grip on uneven branches. Tree pruning can be carried out with 
the circular saw connected to the DC motor. The main table of the robot is 
made of aluminium to make it light. (Molina & Hirai, 2017).

Figure 10. Drone Ağaç Budama Robotu (Molina & Hirai, 2017)

2. Material and Method

2.1.  Model Guidlines

Pruning is one of the most important activities in tree and plant 
cultivation (Clark & Matheny, 2010). Pruning is the cutting of branches, etc., 
from the plant with the aim of ensuring healthy and controlled plant growth, 
influencing fruit yield, and beautifying the appearance of the plant. For 
appropriate and correct pruning, it is important to analyse the plant’s growth 
habit, structure, and garden layout in detail. With the right pruning, young 
trees can grow long-lived, healthy, and in the desired order. Pruning young 
trees also helps to achieve the necessary spacing and regular order between 
the branches and increase the strength of the tree (Meade & Hensley, 1998).

Pruning is a frequently used method to increase the value of the wood 
and the wood species. It also makes it possible to obtain knot-free and clean 
wood. Tree branches and knots not only affect the quality of the wood but 
can also pose a risk of rotten branches falling over time, which shows how 
important pruning is from a safety point of view. From an economic point of 
view, the effort and costs involved in pruning are negligible compared to the 
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increase in wood diversity (Danilović, Sarić, Cirović, & Pudja, 2022).

There has long been a debate in forestry about suitable methods of 
pruning. After pruning, certain processes take place on the surface of the tree. 
The wounds in the pruned area heal over time, forming a cambium layer and 
new growth rings at the branch root. It is important to reduce the injured area 
on the tree trunk as much as possible using the correct pruning techniques. 
The intensity and duration of pruning influence the size of the wound. Early 
and careful pruning techniques reduce the size of the wound and enable the 
production of new and healthy wood products. In contrast, incorrect practices 
can slow down the growth of trees and have negative consequences.(O’Hara, 
2007).

Regardless of the pruning method, the following goals should be pursued:

	Each pruning cut should be able to significantly change the shape of 
the tree.

	The pruned branches should be able to influence the tree’s ability to 
absorb sunlight efficiently.

	The pruning of large branches should make a significant contribution 
to the shape and appearance of the tree.

	For safety reasons, pruning that tends to fall over should be carried 
out. 

There are three basic pruning methods. The first is reduction pruning, 
in which side branches and stems of sufficient length are shortened. Another 
method, head pruning, is the cutting of branches and trunks to a certain 
height according to a predetermined plan. Removal pruning, which was used 
in this study, refers to the removal of side stems and branches attached to the 
trunk of the tree by removing them from the trunk. With this technique, 
the pruning of other branches to be removed from the main trunk must be 
carried out properly and carefully(Gilman, 2011).

2.2. Modelling of Prototype 

The four wheels of the designed mini-prototype are to be moved by 
magnetic, self-propelled wheels and 4 idle wheels. To simplify operation, the 
speed of movement is ensured by a radio remote control that is controlled by 
the user or by software that can be operated from a cell phone. Since the part 
of the system that is not part of the saw is powered by the prototype’s batteries, 
the system can also be used smoothly and fully in field conditions.

Since the forest areas are usually located in steep terrain, the system is 
carried by only two people into areas that cannot be traveled by vehicles and 
can be operated without drive vehicles.
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Apart from this, it was found that there are models in the literature with 
electric or combustion engine drive connected to the tree trunk, but these 
have not yet been implemented in industrial products. The main problems of 
systems with internal combustion engines are the weight of the machine, the 
need for time or mechanically adapted gears for reverse motion. In the case 
of electric systems, designs that depend on the electricity grid to cover the 
power requirements and extend the operating time cause problems. In the 
current project proposal, the advantages of these models are exploited to the 
maximum and the negative characteristics are addressed in the best possible 
way through technical solutions.

Not all tree species are pruned in forests, and the bark structure of the 
different tree species to be pruned also complicates the pruning process. 
Pruning in forests plays an important role in tree planting. The planting of 
trees depends on various factors such as season, region and nursery. In forestry, 
seedlings are planted in the forest about 2 to 4 years before felling. This is 
done to ensure that the sapling, which grows under harsh winter conditions, 
is not damaged by pruning the branches of the large trees next to it and not 
to prevent the growth of the large trees next to it as it grows. In addition, this 
pruning will adjust the amount of sunlight during the summer months.

Not all tree species are pruned in forests, and the bark structure of the 
various tree species to be pruned also complicates the pruning process. Pruning 
in forests plays an important role in the planting of trees. The planting of trees 
depends on various factors such as season, region and nursery. In forestry, 
seedlings are planted in the forest about 2 to 4 years before felling. This is 
done to ensure that the sapling, which grows in harsh winter conditions, is not 
damaged by pruning the branches of the large trees next to it and to prevent 
the growth of the large trees next to it as it grows. In addition, this pruning 
also adjusts the amount of sunlight in the summer.

When lift pruning, you should ensure that the bark overhang on the main 
trunk of the branches to be pruned is not exceeded. In some cases, you can 
make a very deep cut by cutting off this projection, which can be an incorrect 
practice. Another common mistake is to cut branches away from the main 
trunk. A correct cut should be made as close to the trunk as possible without 
touching it (Bedker, 1995).

This study investigates the kinematic analysis of a new generation 
asymmetric gripper robot designed for pruning branches near power lines. 
The robot is driven by a multi-rotor helicopter and grasps asymmetrically 
with two grippers connected to a pair of servomotors. This gripping is 
achieved by aligning the shafts of the servomotors to the same axis of rotation. 
Shafts rotating in opposite directions make it possible to hold on to branches. 
Trimming is achieved by rotating the base plate around the servomotor shafts.
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Asymmetrical grippers are designed for gripping and pruning and are 
controlled by servomotors. They are designed to avoid contact with the servo 
motor shafts. The trimming mechanism also includes a DC motor with a 
circular saw. This motor performs the trimming process by rotating the base 
plate. The kinematic and geometric analysis of the robot focuses on its ability 
to effectively grip straight and uneven branches thanks to the large gripping 
surface and volume of the grippers.

 

Figure 11 3D Model of mini prunning robot

3. Discussion and Results

The felling of trees near high-voltage power lines can be dangerous for 
people in the vicinity and poses a potential risk to the power supply. Therefore, 
the development and use of this robot aims to prune the branches of trees in 
a safe and effective way. It is intended to provide a safer and more effective 
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alternative to conventional pruning methods.

The mechanism of the robot consists of a helicopter mechanism, 
asymmetrical grippers, a DC motor with a circular saw and other parts. This 
mechanism is designed to perform gripping and pruning operations. It also 
includes subsystems such as the robot’s ascent and descent mechanism, motor 
and drive mechanism. The robot’s chassis is connected to a pair of gear shafts 
consisting of two parts and is made of aluminium. The movement of the robot 
is ensured by six motors and can be controlled remotely for easy operation.

This robot was specially developed for the safe pruning of branches near 
high-voltage power lines. Its components, such as the helicopter mechanism, 
the asymmetrical grippers and the DC motor with circular saw, are integrated 
in such a way that they enable effective gripping and pruning of branches. The 
robot has been designed with safety, efficiency and ease of use in mind, which 
may offer advantages over conventional pruning methods.

This study describes the gripping mechanism and climbing method, 
which enable the robot to climb on uneven surfaces. The upper and lower 
gripping mechanism is connected to the piston pair and can be adjusted with 
the gear shaft nut. This mechanism provides the linear motion required for the 
robot to climb. The entire mechanical frame is made of L-profile aluminium, 
which reduces the weight.

The holding mechanism consists of two structures formed by the motor 
gear shafts. The motor gear shafts are connected to one part of the gripping 
mechanism and the other part has a properly aligned nut. While the motor 
gear shafts move together, small wheels on an irregular surface ensure 
uniform movement on the bark. The vertical movement is realised by the gear 
shaft and the nut and 2 motors are used for this movement.

There are two pistons in the structure of the robot, which reduce vibration 
by adjustment and provide strong support. The symmetrical structure ensures 
that the robot’s centre of gravity remains in the middle and prevents it from 
tipping over when climbing. At the moment of climbing, the upper and lower 
parts close and the robot holds on to the tree. When the lower part opens, 
the motor’s gear shafts reverse, causing vertical movement. Then the lower 
part closes and the upper part opens. The geared motor rotates clockwise 
to provide vertical movement. All these steps form a single motion of the 
climbing process.

The effector of the robot has 3 degrees of freedom and is made of a 
hollow steel tube. The vertical arm is rotated by a high torque DC motor and 
is connected to a bevel gear. The speed of the motor used for cutting is quite 
high. The climbing mechanism consists of wheels mounted at an oblique 
angle and a structure that enables spiral movement. The pruning mechanism 
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consists of a mechanical arm and a saw blade and can change the pruning 
method according to the work requirement.

Pruning is an important operation in forestry and has a significant 
impact on the growth of trees and the quality of the harvest. A good pruning 
robot can increase economic profit by reducing the number of workers and 
providing an automated and versatile solution for forestry.

Assuming a tree height of 20 m and a robot weight of 60 kg, the total 
potential energy required is calculated as 11772 joules and 15303.6 joules, 
taking into account an energy loss of 30%. Dividing this value by 60 results in 
a required power of 255.6 W.

In the control unit of the designed robot, forward and backward controls 
with brushless DC motor, a DC motor for voltage control, a linear DC motor 
for machete angle control and sensor limitation control were made. Portable 
wheel motors with a two-stage transmission ratio of 10:1 and 22:1, 24V, 150 
W, 3000 rpm and a braking torque of 3 Nm were selected for the movement. 
Industrial type 6-36 VDC sensors were used for the detection of metal objects 
at a distance of 4 mm.

Other features of the sensor, diameter 12mm, detection distance 4mm, 
output current 300mA, response frequency 0.5KHz, material type iron, 
operating temperature -25°C to +55°C, 6.2 x 2cm/2.4’’ x 0.8’’, weight 46 g

The 12V high power DC motor for machete movement is used as a 
windshield wiper motor for various automobiles as well as for various off-road 
vehicles and various projects that require high power. The motor speed is 55 
rpm and the front bearing is equipped with ball bearings, making it suitable 
for long-term operation. There are three 6 mm diameter screw holes on the 
motor that can be used for mounting. Motor no-load current 2A, drive current 
10A, drive torque 45 kg-cm, motor power 120W, shaft diameter 10mm, shaft 
length 29mm, weight 1280gr

4. Conclusion

This pruning robot was developed to automatically prune and maintain 
tall and long-lived trees. It is able to process trees with a height of 20-30 
meters and a trunk thickness of 10-30 cm. Compared to manual pruning, the 
automatic and semi-automatic functions of this robot offer a faster, less labor-
intensive and more efficient solution. In addition, working on tall trees can be 
dangerous, so the robot offers a safe solution by reducing these risks.

The main features of the robot are:

Climbing and gripping mechanism: Thank you to the spiral climbing 
mechanism and four clamps, the robot can hold on to the tree and climb up 
to a certain distance. The climbing speed is specified as 1-2 m/min.



192  . Faruk GÜNER, Hilmi ZENK

Pruning systems: It is equipped with an electric saw and a mechanical 
arm pruning mechanism. The robot has two different pruning systems: Side 
branch pruning and top pruning.

Climbing steps: The working principle takes place in four phases: 
Preparation phase, climbing phase, pruning phase and return phase.

Environmentally Friendly Design: An electrically powered robot has 
been designed to avoid the negative impacts caused by internal combustion 
engines. This provides an environmentally friendly maintenance solution.

Climbing Speed and Safety: The robot’s design aims to climb trees safely 
thanks to its high climbing speed and gravity-independent grapples.

Remote Control: The mobile robot can be controlled remotely and is 
powered by a battery unit. This allows the operator to control the robot from 
a safe distance.

This design aims to optimize tree care and pruning operations in the 
forestry industry.
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1. Introduction

The World’s population is growing and, with it, consumption is increasing 
daily, requiring ever more efficient use of natural resources. Food is wasted 
and lost throughout the entire life cycle, from harvesting to production, 
processing and consumption (Drewitt, 2013). This means the loss of food 
and the waste of resources, time, energy, and water. To protect food from 
contamination, ensure consistent delivery to consumers, and extend food 
shelf life, edible films applied as a coating on or between food ingredients 
have recently become increasingly popular. By using edible coatings and 
biodegradable films, contamination can be minimized (Oğuzhan et al., 2016, 
Benbettaïeb et al., 2016). Blockchain technology can potentially be used to 
ensure food safety and monitoring. Blockchain technology makes it possible 
to track the life cycle of an agricultural product virtually and transparently, 
from production to consumer and marketing (Kshetri and Loukoianova, 
2019). As technology advances, 3D food printing technology has emerged 
as a technology that enables a new food design that can provide the desired 
characteristics in terms of shape, size, texture, and taste in the production 
of food for particular purposes, as energy can be saved by minimizing 
waste and labor costs (Aday and Aday, 2020). Promoting sustainable food 
production should benefit all stakeholders by avoiding excessive waste, 
financial expenditure, the environment and food safety. The topics of waste, 
waste management, and sustainability in food production are covered in this 
section. The causes of food waste, potential food losses in the food supply 
chain, blockchain technology, edible packaging, and 3D printing are also 
covered.

2. Food Loss and Waste

In general, food waste and losses are investigated throughout the food 
supply chain. Food losses happen when consumable food is inadvertently lost 
in the supply chain at different stages (Ozkan et al., 2022; Lipinski et al., 2013). 
Food losses have adverse effects on the environment and society in addition 
to excessive resource depletion (FAO, 2011). Food loss during sale and 
consumption is referred to as food waste. According to Lipinski et al. (2013), 
the definition of food waste is that it is purchased by customers, restaurants, 
and food producers but is not consumed by customers in establishments or 
by individuals at home. Figure 1 (FAO, 2020) summarizes the food lost and 
wasted globally along the food supply chain.
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Figure 1: Global food loss and waste throughout the food supply chain (FAO, 2020)

Food waste is food that spoils or is wasted in producing, distributing, 
storing, and ultimately consuming food. Food loss and food waste are thus 
included in the definition of “waste” (FAO, 2013). When food is lost at any 
point in the food supply chain, it is called waste, from the producer to the 
processor to the retailer or consumer. According to the Waste Management 
Regulation, it is defined as “any substance or material which is or has to be 
disposed of or released into the environment by the producer or the natural 
or legal person who possesses it” (Waste Management Regulation, 2015, 
Bellemare et al., 2017).

There are two categories of food waste: edible waste and non-edible 
waste. Edible food waste results from uncontrolled purchasing, inadequate 
preparation, improper storage, and large portion sizes and is defined as 
unused, damaged products that can be eaten before being thrown away. 
Inedible food loss is the portion of food unsuitable for human consumption 
and therefore thrown away, as well as waste generated during the preparation 
phase in the food sector. Examples of inedible food waste include bones, egg 
shells, fruit and vegetable peelings, fat, and tendons from meat (Bagherzadeh 
et al., 2014; Lipinski et al., 2013).

Food waste affects many areas of the economy, agriculture, soil fertility, 
natural resources, global warming and climate, social justice, and economic 
distribution, making it one of the global problems that urgently needs to 
be solved (Türkiye Ministry of Trade, 2018; TISVA, 2019). The Food and 
Agriculture Organization of the United Nations (FAO, 2019) reported that 
every year, roughly 1.3 billion tons (or one-third) of food are wasted worldwide, 
costing the world economy 990 billion dollars. In underdeveloped countries, 
insufficient development of agricultural techniques, various infrastructure 
problems, lack of adequate and appropriate storage, and an unfavorable 
climate contribute to food waste, while in nations with mature economies, 
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food waste is a result of consumer behavior (Bräutigam et al., 2014; Tefera et 
al., 2011). In industrialized countries, the extent of food waste in households is 
significantly higher than in developing and underdeveloped countries (Buzby 
and Hyman, 2012; Jörissen et al., 2015).

Food waste has consequences connected to global hunger, obesity in 
developed nations, environmental damage, and economic disruption. Besides 
the substantial financial losses resulting from food waste, it also leads to the 
overuse of other resources that contribute to global climate issues, including 
labor, productive farmland, water, fertilizer, and energy (Buzby and Hyman, 
2012). Food waste happens at several points in the food chain, including 
harvesting, production, transportation, and consumption, as can be observed 
through studies on the topic in the literature (Braeutigam et al., 2014).

3. The Current State in the World and Türkiye

3.1. Food Waste and Loss in the World

While over 800 million individuals worldwide are suffering from hunger 
due to population growth, food waste is one of the most critical concerns the 
globe has examined in the last thirty years. It is estimated that the World’s 
finite resources will eventually be unable to sustain the equilibrium between 
supply and demand since a third of produced food is thrown away before it is 
consumed (Drewitt, 2013). The FAO Food Waste Index Report estimates that 
17% of the food production globally in 2019 was thrown away, amounting to 
1.3 billion tons of food valued at 990 billion dollars (FAO, 2019).

Different nations experience different losses in the food chain. The FAO 
2019 states that a survey conducted in 152 other regions in 54 countries found 
that 569 million tons of food (61%) is wasted annually by households, 224 
million tons (26%) by food service establishments, and 118 million tons (13%) 
by retailers. The proportion of food waste and loss is 5-6% in Australia and 
New Zealand, 20-21% in Central and South East Asia, and 16% in Europe 
and North America. Food waste in households is 40 million tons in the U.S., 
47 million tons in the E.U., 4.5 million tons in the U.K., 7.3 million tons 
in Australia, and 18 million tons in China (U.N. Food Waste Index, 2021). 
Annual food waste from producers to consumers is around 100 million tons 
in Europe and approximately 35 million tons in the USA (U.S. Environmental 
Protection Agency, 2016). 

 The amount of food waste produced annually per person in North America 
and Europe is between 95-115 kg, while it is estimated at 6-11 kg in Africa, 
South and Southeast Asia.  Within emerging nations, 40% of food waste is 
generated during pre-harvest, harvest, and processing, while in industrialized 
countries, it is generated in retail chains and during consumption (Sputnik, 
2019; ISRAF, 2019).
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3.2. Food Waste and Loss in Türkiye 

According to Türkiye’s waste report, 26 million tons of food are wasted 
every year. As a result of the research, it was found that the most wasted 
product group is fruits and vegetables, and 25-40% of the produced fruits and 
vegetables are thrown away. It is stated that these losses correspond to 15% of 
the country’s economy and amount to 555 billion T.L. These losses mean that 
food is wasted and natural resources can be destroyed (T.C. Ticaret Bakanlığı, 
2018). Although Türkiye belongs to the group of high- and middle-income 
countries, it falls into the Middle Eastern and North African countries 
category according to the Global Food Security Index (GFSI). This assessment 
shows Türkiye’s food security score is 63.9, indicating a good situation. At 
the same time, according to the latest UNEP 2021, Türkiye is in third place 
globally, after the Democratic Republic of the Congo and Mexico, with an 
annual food waste per inhabitant of 92.3 kg (Dağdur and Olhan, 2015; UNEP, 
2021).

 When the characterization of household waste in Türkiye is examined, 
it is found that biodegradable organic waste ranks first at 55.54% compared 
to other wastes. According to TUIK, it can be assumed that with a generation 
of 32.3 million tons of household waste in 2020, around 18 million tons of 
biodegradable waste will be generated (TUIK, 2021). The Federation of Food 
and Beverage Industry Associations of Türkiye (TGDF) states that 4.9 million 
pieces of bread are wasted every day in Türkiye (1.7 billion pieces annually) 
(TGDF, 2020). It is reported that 3 million of these are found in bakeries (62%), 
1.4 million in private households (28%), and 0.5 million in staff and student 
canteens, restaurants, and hotels (10%). The study on stale bread found that 
71% was used to prepare meals and desserts, 49% was given to stray animals 
and pet owners, and 14% was stored in freezers. Only 11% of respondents 
stated that they throw bread directly into the trash (T.C. Ticaret Bakanlığı, 
2018). 

 It was found that 80 hospitals and 500 schools could be built with the 
cost of the bread wasted annually (1.7 billion), and the seriousness of the bread 
waste situation is better understood. As a result, the research has determined 
that studies on food waste in our country have increased in some foods, such 
as bread, while other food groups have not received enough attention. In 
addition to bread, it has been determined that the highest waste rate of 20% is 
vegetables and that they produce food waste due to their rapid deterioration 
(Tatlıdil et al., 2013).

4. Food Supply Chain and Causes of Food Waste Along the Chain

When transporting food to consumers, it is necessary to establish a 
comprehensive supply chain. The food distribution chain begins with the 
provision of raw materials and continues with the procedures that the food 
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goes through, the logistics of intermediate and final products, and information 
on every step of the process up to the consumer. By coordinating the many 
phases of the business to ensure product sustainability and an error-free flow 
of information, food supply chain management seeks to maintain food safety 
and quality. The prerequisites for proper food supply chain management are 
effective communication between units, the chain’s ability to adapt to advances 
in technology and standards, and an efficient logistics system (Mahalik and 
Kim, 2016).

The supply chain, which establishes the circumstances for a healthy 
relationship between producers and consumers, is the sum of all relationships 
and connections of products and services from the producer to the customer 
(Kehoe et al., 2017; Özdemir, 2004). An example of all these connections, 
consisting of supplier, producer, distributor, retailer, and customer, is shown 
in Figure 2.

Figure 2: Supply chain example (Yıldızbaşı and Üstünyer, 2019)

 As the food industry is linked to many suppliers and customers, the 
supply chain is diversified, and food production differs from other sectors 
in its risks related to food safety, short shelf life, sensitive quality parameters, 
etc. Maintaining the integrity of the chain is crucial, as various parties have 
an impact on the chain as a whole, reducing product quality and jeopardizing 
food safety (Sezen, 2011). Accordingly, players have turned to new forms 
of supply chains by utilizing emerging technologies to meet consumer 
demands, adapt to competitive conditions, and achieve more effective and 
efficient outcomes (Kehoe et al., 2017). Some of these technologies used in 
the supply chain are electronic data interchange (EDI), internet, enterprise 
resource planning (ERP), radio frequency identification (RFID), supply chain 
management and planning (SCM/SCP) software (Özdemir and Doğan, 2010).

 Approximately 49 million tons of fruits and vegetables are produced 
annually in Türkiye. However, only 52% of the fruits and vegetables produced 
reach consumers. It is estimated that between 25% and 40% of fruits and 
vegetables are wasted due to exposure to poor conditions along the food 
supply chain (Çirişoğlu and Akoğlu, 2021).

It has been reported that the most wasted foods in the world are, 
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respectively, root and tuber crops (such as potatoes and onions) with 40-50%, 
cereals with 30% (half of the World’s annual cereal production), oilseeds (such 
as corn and sunflower), fruits and vegetables, meat and animal products with 
20% (Ozkan et al., 2022). In Türkiye, it is reported that vegetables have the 
highest rate (20%) among all food groups due to their perishability (Tatlıdil 
et al., 2013). In another study conducted in China, vegetables (29%), rice 
(14%), seafood (11%), wheat (10%), and meat (8%) were the food groups that 
caused the most losses in restaurants (Tatlıdil et al., 2013, Wang et al., 2017). 
Marketplaces, which provide citizens with daily or weekly access to fresh fruits 
and vegetables in many cities, are also a considerable source of biodegradable 
food loss (Ouadi et al., 2019).

5. Environmental Impact of Food Waste

 Food waste is the loss of resources — labor, water, land, and energy — used 
in the production of food (Buzby and Hyman 2012). From this perspective, 
the effects of food loss and waste on the world is more severe than previously 
thought. On the other hand, increased food production can adversely affect 
biodiversity, clean water resources, soil fertility, and erosion. In addition, food 
production leads to a demand for fertilizers, water and energy resources, and 
the emission of greenhouse gasses that contribute to climate change (Meyer 
et al., 2017).

The loss or waste of food causes 10% of greenhouse gas emissions in 
the universe. Greenhouse gases are thought to cause the most damage from 
food loss and waste. From food production to consumption, greenhouse 
gas emissions can occur at various stages. The disposal of food that is not 
consumed also generates large quantities of greenhouse gas emissions. For 
example, in the U.K., greenhouse gas emissions from food waste disposal 
account for 30% of all consumption-related emissions (Liegeard and Manning, 
2020). Greenhouse gases are the leading cause of global warming. For these 
reasons, eliminating food loss and waste to ensure food security is one of the 
worldwide goals aimed at relieving the strain on natural resources (Lundqvist 
et al., 2008; Smith, 2013; FAO, 2013).

6. Food Waste Management: Conventional and Innovative Methods

The food business produces large volumes of solid and liquid waste at 
every stage of the production chain, right up to the consumer. Because these 
wastes include valuable components like food ingredients and biomass, it is 
not optimal to dispose of them (Deniz et al., 2015; Kanmaz and Saral, 2017). 
Food waste is utilized in creative and traditional ways.

There are some conventional techniques used for food waste management 
such as composting, incineration, landfill and animal feeding. These methods 
have their own advantages and disadvantages (Al-Obadi et al., 2022). 
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Conventional methods of composting studies have been carried out to reduce the 
negative impact of food and greenhouse waste on the environment and ensure 
recycling. In Türkiye, composting plants are mainly located in the Marmara and 
Mediterranean regions, while compost production is lower in Eastern Anatolia 
and the Black Sea region (Çerçioğlu, 2019). To reduce the problem of solid waste, 
the production of biodegradable materials plays an important role, as it creates 
compostable organic residues. The use of bio-based (biodegradable) packaging 
materials is a possible alternative to replace petroleum-based (synthetic) 
polymers. This reduces demand for petroleum-based products, releasing fewer 
gases into the atmosphere and reducing dependence on renewable resources to 
produce plastics (Väisänen et al., 2016; Berthet et al., 2016).

One of the most significant sources of waste is the fruit and vegetable 
sector. Fresh fruit and vegetables and vegetables processed into juice, jam, 
or preserves account for 25–40% of waste. Waste products from all these 
processes include fruit pulp, peel, and seeds, which have a high concentration 
of proteins, lipids and polysaccharides. This organic waste can be reused 
through several techniques as raw materials in various industries, including 
the chemical, pharmaceutical, cosmetics and food industries. In particular, 
waste from the fruit and vegetable industry has a high pectin content and 
contains various essential oils. The biodegradable films produced from these 
organic waste products are also used to improve the mechanical properties 
and barrier function of packaging materials (Yılmaz et al., 2017; Wikiera et 
al., 2016; Pereira et al., 2016; Oliveira et al., 2016). 

In terms of innovative techniques of food waste management, there are 
quite new technologies such as blockchain technology, edible and biodegradable 
packaging, intelligent trashcans and 3D printing technonologies can be 
mentioned (Al-Obadi et al., 2022). 

 6.1. Blockchain Technology

     The innovative method of blockchain solves many problems in the supply 
chain, as it offers transparency and traceability. Thanks to this technology, all 
transfers and transactions within the supply chain can be recorded so that 
they can be observed by the parties involved (Kshetri and Loukoianova, 2019). 
Barcodes and blockchain technology sensors are frequently used in today’s 
supply chain. Therefore, applying blockchain technology in the supply chain 
is more economical than other applications (Kshetri and Loukoianova, 2019). 
The use of smart contracts in the transactions of this technology widely used 
in the supply chain will provide an advantage, and the certification process 
makes it more secure, economical, and faster (Morkunas et al., 2019). At the 
same time, it is a widely used technology as the parties can view the terms and 
details of the contract as there is no trust issue (Kırbaş, 2018). Figure 3 shows 
the key features of blockchain technology and Figure 4 shows the advantages 
of blockchain technology in the food supply chain.
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Figure 3: Key Characteristics of Blockchain Technology (Puthal et al., 2018)

Figure 4: Advantages of Blockchain Technology in Food Supply Chain (Puthal et 
al., 2018)
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6.2. 3D Printing

Compared to traditional methods of food production, 3D printing 
technology has become an attractive alternative due to its advantages such as 
less waste, more appealing products due to the desired structure and shape, 
time and energy savings in production, thus reducing the ecological footprint, 
and a simple production process (Yang et al., 2015). Since 3D printing 
technology in the food industry can combine many operations in a single 
step, it reduces the amount of waste generated. Since food production is only 
done on demand, it is one of the energy-saving technologies as it uses less 
water and energy, which plays an essential role in its widespread use in this 
sector (Shahbazi and Jäger, 2020). The general use of 3D printing technology 
has been found to reduce around 19 million tons of food waste annually in 
Europe alone, saving water and energy (Boissonneault, 2019).

3D food printing is also crucial for consumer groups requiring special 
diets. With this new technology, soft and easy-to-swallow foods can be 
produced for the elderly, children, pregnant women, athletes, and people 
with swallowing difficulties. Children can be encouraged to eat fruit and 
vegetables, and the amount of waste can be reduced (Godoi et al., 2016; Aday 
and Aday, 2020, Yang et al., 2015; Kouzani et al., 2017).

Upprinting food in the Netherlands has shown that food waste can be 
avoided by producing snack products from old bread, damaged or unsaleable 
fruit and vegetables, and leftover food in restaurants using 3D printing 
technology (Boissonneault, 2019). The Netherlands Organization for Applied 
Scientific Research has developed delicious and nutritious new food products 
with proteins derived from algae, insects, mushrooms, or lupine seeds as 
alternative ingredients instead of the usual food. In this context, 3D printing 
technology offers raw materials that are difficult to consume (Peppel, 2015; 
Sun et al., 2015; Izdebska and Zolek, 2016).

3D printer technology is based on layered deposition of the material 
placed in the printer cartridge using digital data on the computer (Yang 
et al., 2015). Depending on the nature of the food to be printed, different 
printing technologies are used in 3D food design. Factors such as the variety 
of food to be published, ease of use, and low cost affect the preferability of the 
printer. Selective laser sintering, binder jetting, ink jetting, and extrusion are 
commonly used in 3D food printing (Izdebska and Zolek-Tryznowska, 2016).

  People’s concerns about food safety and a negative view of laser technology 
limit food production with 3D printers (Liu et al., 2019). Selective laser and 
hot air sintering processes provide the advantage of quickly producing foods 
with a high production process. These technologies generally suit sugar and 
fat-based products with low melting points. The system is complex as many 
parameters are involved in production (Sun et al., 2015). While binder spraying 
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technology has benefits such as fast manufacturing and low material cost, 
it also has handicaps such as the product’s rough surface and high machine 
costs. Binder spray technology can be used to produce visually appealing 
foods. Still, the low nutritional value and high sugar content are harmful to 
health, as they are associated with diabetes, obesity, and heart disease (Sun et 
al., 2015).

6.3. Edible Packaging

Food packaging ensures that the food reaches the consumer reliably, 
protects the product from microorganisms and chemicals to extend its shelf 
life, prevents external effects such as oxygen, moisture, and light, and protects 
the product during storage and transportation (Rhim et al., 2013).

 Today’s commonly used packaging materials are not biodegradable, 
which causes environmental concerns due to using petroleum-based synthetic 
polymers. For this reason, there is a growing interest in developing new 
biopolymer-based packaging materials to replace petroleum-based synthetic 
polymers. Biopolymers can be used as food packaging materials because of 
their environmental friendliness, low cost, and edible film/coating properties 
(Demir, 2015; Chaichi et al., 2017).

According to Oğuzhan and Yangılar (2016) and Benbettaïeb et al. (2016), 
edible films and coatings are described as edible films that are applied as a 
coating on food or between food components. Edible coatings extend the 
shelf life of food, reduce the risk of developing pathogens and provide the 
consumer with a helpful product with health benefits as they are carriers of 
bioactive chemicals (Lopez et al., 2013, Piñeros-Hernandez et al., 2017).

Edible polysaccharide-based coverings protect fresh and processed fruits 
and vegetables from oxidative deterioration, quality loss, and dehydration. 
When fruits and vegetables with edible films are stored, their shelf life is 
prolonged, and ripening is postponed due to the decreased respiration rate 
(Hassan et al., 2018; Işık et al., 2013; Kerch, 2015). Applying edible films to 
cheese prevents undesirable microbial development on the surface of the 
cheese while offering semi-permeable qualities for oxygen, carbon dioxide, 
and water vapor. Therefore, edible films help to regulate food quality, water 
loss, and the ripening rate. (Artiga et al., 2017; Costa et al., 2018).

   Edible films and coatings on chocolate products help prevent fat release, 
browning reactions, and discoloration, such as moisture/fat migration, and 
harbor bacteria that rely on low water activity (Mchung and Avena, 2012; Dias 
et al., 2018). Since microbial spoilage starts on the surface of bakery products, 
edible films and coatings are alternative methods to prevent microbial 
spoilage, preserve dough properties, and extend shelf life (Quezada-Gallo, 
2009). As edible packaging is readily biodegradable and made from natural, 
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biodegradable materials, it contributes to a more sustainable solution to the 
problem of environmental pollution. As the food and packaging industries 
search for sustainable and eco-friendly solutions, edible packaging presents a 
promising option. 

7. Sustainability

The necessity of sustainable waste management to prevent and reduce 
waste that cannot be prevented is obvious. Sustainable waste management 
is essential for less cost, a cleaner environment, less waste of resources, 
preserving the future food supply-demand balance, and the tracklements of 
hunger problems (Çirişoğlu and Akoğlu, 2021)

Sustainable food production aims to ensure everyone can access sufficient, 
balanced, and healthy food without depleting or polluting existing natural 
resources or exacerbating the climate crisis (McClements, 2020).

One of the most important motivations for sustainable food production is 
that the needs of future generations should not be ignored while meeting the needs 
of today’s environmentally friendly food production. However, this sustainability 
system’s planning, transformation, and implementation processes, which are 
ideal in theory, can be pretty challenging (Gheewala et al., 2020).

In addition to the need for food to be accessible, safe, and nutritious 
(in terms of macro- and micronutrients), it should also be affordable by 
communities, the amount of clean water used in its production, and its global 
warming potential (in kg CO2).  The related values such as ozone depletion 
effect, toxin emission, fossil fuel consumption, total energy requirement, and 
total acid emission (based on kg SO2) should be just as low, and the disposal 
of the wastes generated should be carefully monitored in consideration of the 
mentioned environmental factors (McClements, 2020).

Realizing holistic, sustainable food production can only be possible by 
transforming and adapting traditional production stages towards this goal. 
This transformation can only be realized if stakeholders involved in each 
stage of food/raw material procurement, production, consumption, and 
integrated waste management adopt and fulfill their respective roles. The 
concept of “digital transformation,” developed for this purpose, has been 
one of the most prominent academic and industrial research areas in recent 
years (De Bernardi and Azucar, 2020; Herrero et al., 2020), meaning the use 
of technologies and innovations such as artificial intelligence for intelligent 
agriculture, projection, and urban agriculture, data science/management 
for less waste generation, and blockchain for supply chain traceability and 
auditability within the most up-to-date possibilities. Artificial intelligence 
technology holds great promise in the transformation required for sustainable 
food practices (Camaréna, 2020).
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Developing next-generation packaging materials that do not pose a 
risk to climate change (biodegradable) and designing these products for 
industrial-scale use is one of the essential contributions that academia/
industry collaboration can make to sustainable food production, regardless of 
geographical location (Mendes and Pedersen, 2021).

As another striking example, sterilizing packaged food products, 
especially by non-thermal physical methods such as high hydrostatic pressure 
and cold plasma, allows for lower energy consumption and reduced chemical 
additives/preservatives (Bourke et al., 2018). Although such methods are 
initially known as technologies that require high investment costs and are 
not very easy to adapt to the industry, thanks to the decrease in equipment 
production costs with advancing technology, investment costs have decreased, 
and the widespread use of equipment has increased (Kusmayadi et al., 2021).

This judgment is confirmed by the significant increase in scientific 
publications in recent years on investigating non-thermal food processing 
methods on a wide range of food ingredients using laboratory and semi-
industrial scale equipment. As another example, microalgae can be a 
sustainable and up-and-coming source of nutrients/proteins for human and 
animal nutrition using biotechnology tools, which is a current and promising 
topic being studied by many researchers around the World. Microalgae can be 
an essential environmental alternative in sustainable food production thanks 
to their high-yielding production potential and rich nutrient content, which 
requires little energy consumption and does not increase the risk of climate 
crisis (Kusmayadi et al., 2021). The growing awareness of the climate crisis 
and the shift towards sustainable resources all over the World is a vital reality 
for the food industry. The opportunities offered by technology and innovation 
are essential tools for transforming sustainable food production (Ozkan et al., 
2022)

8. Conclusion

This study provides general information on food loss and waste in 
Türkiye and worldwide. At every stage of the food supply chain, corrective 
and preventive actions should be implemented to lower food waste, increase 
public awareness of cost, environmental, and food safety issues, and promote 
sustainable food production. Innovative technologies can be used in this 
context. In accordance with the research conducted, it is seen that the studies 
with 3D food printers are progressing rapidly, the production of personalized 
food, the extension of the shelf life of food, the production of functional 
products with new texture and content, and the potential for the future use 
of this technology is relatively high. Recent research on the subject of edible 
films and coatings has focused on limiting the chemical, physical, and sensory 
deterioration of food during storage, prolonging shelf life, and improving 



208  . Fatma Zehra YAKUT, Mukaddes KILIÇ BAYRAKTAR, Cengiz ÇETİN

the mechanical integrity of the edible film and coating. Blockchain can 
create data that cannot be altered, so stakeholders can trust each other for 
smart agricultural management. Researchers should consider the benefits of 
blockchain technology for food safety.
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1. INTRODUCTION

The optimization of drying parameters holds paramount significance 
in the production of high-quality goods. Mathematical modeling serves as 
an exceptional tool for process simulation and optimization. It is extensively 
employed for the prediction of product drying times and the generalization of 
drying behavior (Tarafdar et al., 2021).

Soft computing techniques, also known as the black-box modeling method, 
have recently garnered significant attention, owing to their notable precision 
and ease of use. These methods are particularly well-suited for scenarios where 
the construction of precise mathematical models or understanding of system 
dynamics proves to be challenging. In the domain of soft computing, diverse 
methodologies are employed, encompassing the Adaptive Neuro-Fuzzy 
Inference System, Artificial Neural Networks, Fuzzy Inference System, and 
Genetic Algorithms, among others (Omari et al., 2018).

Soft computing denotes the use of artificial intelligent techniques that 
are implemented to control or execute seemingly intricate tasks. Given the 
limitations of the human brain in efficiently managing the exponentially 
growing information, machine intelligence has become imperative in the 
modern context. While the integration of artificial intelligence methods in 
the field of drying is still in its nascent stage, ongoing progress is anticipated 
to address emerging demands and offer innovative solutions. Consequently, 
research in this domain retains its relevance (Ojediran et al., 2020).

When dealing with the modeling of drying behaviors and the determination 
of drying kinetics, it is important to recognize the highly nonlinear nature of 
this process, which poses challenges for modeling, simulation, and prediction. 
In addressing such complexities, the use of artificial intelligence methods, 
particularly neural networks, proves to be beneficial. While the utilization of 
existing empirical correlations based on a large volume of experimental data 
is the simplest means to predict the drying characteristics of a food product, 
these correlations often fall short as they fail to encompass the entirety of the 
drying system’s characteristics under examination (Fabani et al., 2021).

During the system design phase, the application of algorithmic analysis 
offers valuable insights into the appropriate selection of components and 
application techniques, exerting a substantial influence on operational 
expenses and energy conservation. ANN and Adaptive ANFIS models 
represent machine learning-based approaches that are employed for the 
prediction of complex system outcomes, including those related to drying 
technology. In recent years, robust models have emerged under the category 
of ANFIS-based fuzzy inference systems across various engineering domains. 
These systems effectively analyze intricate drying processes by leveraging the 
training capabilities of neural networks and the interpretive nature of linguistic 
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fuzzy systems. At present, adaptive fuzzy systems stand out as one of the most 
practical methods for prediction and modeling purposes (Kaveh et al., 2021).

Artificial Neural Networks, in conjunction with various mathematical 
and semi-experimental models, represent an advanced computational 
approach employed for modeling intricate relationships between input and 
output parameters. The analysis facilitated by ANNs enables the attainment of 
predictions that are more realistic and accurate (Tarafdar et al., 2021).

Alternatively, ANNs offer an enticing option. The learning process of the 
network necessitates a minimal number of training sets, relying on a limited 
set of experiments, rendering it remarkably efficient. With a properly trained 
ANN, the accurate prediction of a new drying curve can be swiftly achieved 
within a matter of seconds, circumventing the need for time-consuming 
additional experiments (Fabani et al., 2021).

ANNs serve as an artificial intelligence tool with a flexible structural 
relationship set between interconnected nodes and layers to fulfill the function 
of system or process modeling. The structure of the ANN model is established 
using the relevant experimental data, thus enabling it to represent and predict 
the data with high accuracy (Okonkwo et al., 2022). Artificial Neural Networks 
(ANNs) stand as a firmly established instrument for modeling intricate systems 
and addressing intricate nonlinear issues. Moreover, these networks exhibit 
efficacy in managing partial datasets and tasks characterized by fuzzy and/or 
insufficient information. They possess the capacity to forecast multiple outputs 
based on multiple inputs, even in scenarios where prior information about 
process relationships is lacking. (Beigi et al., 2017).

ANNs possess the capability to autonomously acquire meaningful 
relationships between input and output materials through their neural network 
system. The advantages associated with the utilization of ANNs include self-
learning, adaptation to non-linear variables, and real-time learning (Rahman 
and Al-Ameri, 2023).

ANFIS, a subdivision of artificial intelligence, amalgamates the learning 
capabilities of artificial neural networks with the reasoning proficiency of 
fuzzy systems. As a result, it integrates the strengths of both models within 
a unified methodology. By combining fuzzy systems and artificial neural 
networks, ANFIS establishes an effective approach for various engineering 
applications. Notably, ANFIS serves as a potent instrument for modeling, 
mapping, forecasting, problem-solving, and data mining in order to elucidate 
the relationship between input and output values and describe the nonlinear 
behavior within complex systems (Dolatabadi et al., 2018).

ANFIS, as a soft computing technique, finds application in resolving 
intricate and nonlinear problems. It demonstrates the ability to generate 
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and predict a single output (Kaveh et al., 2018). The Adaptive Neuro-Fuzzy 
Inference System (ANFIS) is a form of multilayer neural network rooted in 
the Sugeno fuzzy inference system, employing fuzzy rules to discern system 
outputs. The integration of neural network principles and fuzzy logic in ANFIS 
enhances its decision-making ability in uncertain scenarios, thereby improving 
accuracy in handling uncertainty. ANFIS operates in a manner akin to a fuzzy 
inference system, mitigating system errors through a post-publication model 
(Abdi et al., 2023).

In recent years, the prominence of new models founded on the Adaptive 
Neuro-Fuzzy Inference System (ANFIS) has escalated, as they serve as universal 
approximators for highly nonlinear functions. Their learning capabilities 
facilitate adaptation to system alterations. Notably, in fuzzy inference systems, 
human knowledge or experimental data and the process of inference can be 
depicted and qualitatively analyzed through fuzzy if-then rules (Akkaya, 2016).

In a precedent investigation into the application of artificial intelligence 
methodologies, Aktas et al. (2015) conducted experiments focusing on the 
drying of thin layers of bay leaves within a closed-loop heat pump dryer. In 
order to forecast the moisture content as well as the overall energy usage, 
they utilized an Artificial Neural Network model. Within the network, the 
researchers applied the Levenberg-Marquardt and Fermi transfer functions 
back-propagation learning algorithm. Zalnezhad et al. (2013) achieved 
commendable approximations through the application of fuzzy logic for 
forecasting the surface hardness of alloy coatings.

Yousefi (2017) applied Adaptive Neuro-Fuzzy Inference System (ANFIS) 
and genetic algorithm-based artificial neural networks to model the drying 
kinetics of papaw slices in a hot air dryer. Notably, ANFIS demonstrated 
superior predictive capabilities based on statistical root mean square error 
values. During the combined hot air-infrared drying of rough rice, Zare et al. 
(2012) used a variety of ANNs to forecast the drying time, moisture content 
fluctuation, percentage of cracked kernels, and the necessary failure force. 
They identified training techniques, transfer functions, and ideal network 
topologies. In contrast, Rahman et al. (2012) discovered that ANFIS exhibited 
superior predictive abilities compared to ANN and multivariable regression in 
forecasting the thermal conductivity of foods.

Artificial neural networks were effectively used by Kaveh and Amiri 
Chayjan (2014) to forecast particular drying characteristics of terebinth fruit 
during an infrared fluidized bed drying process. Similar to this, ANFIS showed 
the most accurate predictions when Kaveh et al. (2018) compared its predictive 
performance with that of ANN and eleven other mathematical models in 
calculating the moisture ratio of an almond kernel in a convection drier.

Buluş et al. (2023a) investigated the prediction of moisture change and 
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drying rate of zucchini slices using the ANN and ANFIS methods. The ANFIS-
based prediction model outperformed the ANN model in terms of drying rate 
performance, while the ANN model excelled in predicting moisture content 
values, demonstrating the suitability of both methods for estimating the 
behavior of zucchini slices.

Currently, natural drying methods are employed for drying fire hoses used in 
fire stations for firefighting, water extraction, and similar operations. To ensure their 
longevity and facilitate efficient post-use cleaning and maintenance, the fire hoses 
need to be dried and stored after use. The aim is to delay hose deterioration, reduce 
the weight by eliminating the trapped water, and enable the rapid deployment of 
hoses during emergencies through the practice of specific techniques such as the 
deployment and retrieval method. However, the current natural drying process 
is both susceptible to weather conditions and relatively slow, necessitating the 
exploration of alternative methods (Dağlı, 2020). 

This study investigates alternative drying methods to natural drying, 
aiming to conserve energy, reduce operational inefficiencies, and save time 
during unproductive working hours. To achieve this goal, ANN/ANFIS 
methods were employed for predicting the moisture content of fire hoses dried 
in a microwave dryer.

2.MATERIALS AND METHODS

2.1Fire Hose and Dryer 

Fire hoses, standard in fire stations, consist of a fabric exterior and a rubber 
interior. Untreated hose samples were employed in this study, with no prior 
usage. The microwave dryer shown in Figure 1 was used for the experiments 
(Dağlı et al., 2020). 

Figure 1. Schematic of the Microwave Dryer (1: oven, 2: ventilation, 3: tray, 4: timer, 5: 
magnetron, 6: fan; 7: computer, 8: power control button, 9: precision scale, 10: firehose 

sample)
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2.2 Method

A commercially available 20 m long fire hose was used for this study. 
Prior to the experiments, the couplings at the ends of the hoses were removed, 
and the study was conducted solely on the hose segment. Samples of 20 cm in 
length were cut from the 20 m hose for the experiments. The soaking process 
in a water bath is carried out as a preprocess and is applied for 30 - 60 minutes 
in the experiments. Microwave drying was performed at power levels of 120 
W, 350 W, and 460 W, with a frequency of 2450 Hz.

During the experiments, the moisture content with respect to the wet 
basis was calculated for the samples according to Equation 1 (Tınmaz Köse, E., 
2019; Çelen et al., 2018).

(1)

In these equations, my represents the moisture content with respect to the 
wet basis, Mk denotes the product’s dry mass (g), My denotes the product’s wet 
mass (g) (Çelen ve Kuş, 2016).

2.2.1 ANN model

In this research, MATLAB was employed as the computational tool. 
The feed-forward neural network was configured with preprocessing time 
(min), microwave power (W), and drying time (min) as input variables, while 
moisture content was designated as the output variable in the output layer. The 
input layer and the 20-neuron hidden layer made up the model architecture. 
The input layer did not utilize any transfer function, while the hidden layer 
utilized the tan-sig transfer function and the output layer applied the purelin 
transfer function. Using the Levenberg-Marquardt learning method, a feed-
forward back-propagation mechanism made training the network easier.

A dataset of 100 instances was utilized for constructing the ANN prediction 
model. Of these datasets, 70% (70 instances) were allocated for the training 
phase, while the remaining 30% of the datasets were evenly divided for testing 
and validation purposes. It is a customary practice to employ a single test set 
for both validation and testing, especially with smaller datasets. Therefore, 
in this study, the entirety of the 20% subset (24 instances) was employed as 
the test set to facilitate result comparison with both experimental and ANFIS 
model-predicted outcomes. Additionally, it is worth noting that the datasets 
chosen for testing the model were randomly selected, ensuring the robustness 
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of the ANN prediction modelFigure 2 illustrates the ANN architecture used in 
this research. An important factor influencing the performance of the ANN is 
the choice of transfer functions. In the output layer of the generated ANN, a 
linear transfer function was applied, while the tangent sigmoid function was 
used in the hidden layer (Lertworasirikul and Tipsuwan, 2008; Buluş et al., 
2023b).

Figure 2. The Utilized ANN Structure.

2.2.2 ANFIS model 

The fuzzy inference method enables the representation of ambiguous 
circumstances through a decision-making process employing rules. The 
architecture of the ANFIS comprises five layers: the fuzzy layer, product layer, 
normalized layer, de-fuzzy layer, and total output layer, as illustrated in Figure 
3. The fuzzy inference method is characterized by three inputs and one output. 
In the ANFIS modeling process, MATLAB was employed for data modeling. 
Input parameters included preprocessing time (min), microwave power (W), 
and drying time (min), with moisture content serving as the sole output 
parameter.

The ANFIS model was trained over a total of 500 training epochs. For 
the input side, the linear type of membership function (MF) was selected, 
and for the output side, the trimf type MF. Out of the 124 datasets, 80% (100 
datasets) were dedicated to training the model, leaving the remaining 20% (24 
datasets) for testing the model. Notably, the datasets for testing the model were 
randomly selected from the overall dataset pool.

The ANFIS model is composed of 5 layers (Tao et al., 2016; Taşova et al., 
2020). In the first layer of this model, the input values are preprocessing time, 
drying time, and microwave power. These inputs acquire their membership 
degrees through a membership function and exit the layer. In the second 
layer, the inputs are multiplied and exit a node. The third layer normalizes the 
my values. Following the fourth layer, the Sugeno model is applied. Finally, 
the total output values are obtained from the model in the fifth layer. ANFIS 
model was created to conduct my predictions. Identical training and test sets 
were employed for these two models, resulting in the creation of 27 rules.
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Figure 3. ANFIS Model Structure.
2.3 Statistical analysis

After assessing the performance of the ANFIS and ANN models, 
a comparative analysis was carried out using MATLAB software. The 
prediction errors considered in this study encompassed the root mean square 
error (RMSE), mean absolute percentage error (MAPE), and coefficient of 
determination (R2) (Çelen et al., 2015; Tınmaz Köse ve ark. 2019).

3.ANALYSIS RESULTS

The moisture content of the fire hose obtained for different drying times 
with 2 preprocessing time applications and 3 different microwave power levels 
is shown in Figure 4 and Figure 5. As the drying time increased, the moisture of 
the hose rapidly decreased. Similarly, an increase in microwave power resulted 
in a faster drying process.

Figure 4.  The ANN Curve of a Fire hose Soaked in a 30-Minute Preprocessing Phase
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Figure 5.  The ANFIS Curve of a Fire hose Soaked in a 30-Minute Preprocessing Phase

Figure 6.  The ANN Curve of a Firehose Soaked in a 60-Minute Preprocessing Phase
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Figure 7.  The ANFIS Curve of a Fire hose Soaked in a 60-Minute Preprocessing Phase

The drying data were applied to the ANN model created in the MATLAB 
program. This model constituted a single-hidden-layer neural network 
model with 3 inputs and 1 outputs. The input data for the network comprised 
drying time, microwave power, and two pretreatments, while the output data 
encompassed moisture content.

The system was found to be fully efficient in predicting the moisture 
content values obtained under all experimental conditions. While creating 
the ANN architecture, different numbers of neurons were tested and it was 
seen that using 20 neurons in the hidden layer gave good results in predicting 
humidity values. It has been observed that the ANFIS model predictions and 
experimental measurements show similar trends and overlap. When examined, 
it is clear that the reported moisture content values as a function of drying time 
are in good agreement with the experimental results as well as the predictions 
obtained from ANN and ANFIS.

  In creating the models, 70% of the 100 available experimental data 
were used for training, 15% for testing and 15% for validation. These data 
were randomly distributed to create training, validation and test sets. When 
establishing the ANN model, 3 inputs (drying time, microwave power and 
preprocessing time) were selected, and moisture were selected as outputs. In 
the single hidden layer ANN model, a tangent sigmoid was used as the hidden 
layer function, a linear transfer function was used as the transfer function, 
and the Levenberg-Marquardt algorithm (trainlm) was used as the learning 
algorithm. According to the results obtained from various experiments, the 
number of neurons in the hidden layer was determined as 20.
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Figure 8 presents the validation performance of the most successful ANN 
training. Regression plots for training, testing, and validation are shown in 
Figure 9 along with all data for the created ANN model.

Figure 8. ANN model validation performance providing the highest prediction 
performance.

Drying data was applied to the ANN model created in the MATLAB 
program. This model created a neural network sensor model with 3 inputs 
and 1 outputs, a single hidden layer. The input data of the network consisted of 
drying time, microwave power and two preprocessing times, while the output 
data included moisture content.
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Figure 9. Regression plots for (a) training, (b) validation, (c) testing, and (d) all data.

In this study, an ANN model was developed for the estimation of the 
my parameters in fire hose. A model that enables the construction of drying 
curves under different drying conditions in a microwave dryer was successfully 
implemented. Accordingly, the my parameters can be successfully predicted at 
different microwave power and preprocessing duration values. This facilitates 
the easy prediction of the system’s behavior at different power levels, enabling 
both time and energy savings. This method can also be applied by creating a 
prediction model for other products or different drying powers.

The study employed 100 data points obtained from experimental results in 
the application of ANFIS, consisting of 100 (80%) training data and 24 (20%) 
test data. The model was implemented using the ANFIS toolbox in MATLAB 
software.

The training and test data sets created from the specified proportion of 
experimentally obtained data for both ANFIS models are provided in Figure 
10. The training cycle number for the two models, each having 3 inputs and 
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1 output generated from the given sets, was set to 500, and the training error 
graph resulting from this training was obtained. This training error graph is 
presented in Figure 11.

Figure 10. Training and Test data for my 

Figure 11. Prediction error rate for 100 training rounds.

ANFIS rules were created by training the developed models. Figure 12 
shows these rules. 27 rules emerged in this model and were later used to make 
predictions.
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Figure 12. Rules created for ANFIS Models.

The ANFIS model more closely approximated the experimental data for 
my values compared to the ANN model. Mango slices were used to predict 
effective diffusivity using a Takagi-Sugeno fuzzy model, with similar results 
(Vaquiro et al., 2008). 

The difference between the experimental and analytical model prediction 
results is indicated by the error parameters. The model error parameters, 
indicating low RMSE and MAPE values and an R2 value close to 1, demonstrate 
the accuracy of the model. Upon reviewing the literature, it is evident that R2 
values are commonly used to evaluate model performance.

CONCLUSION

In this study, the moisture content of a fire hose sample was calculated 
through drying, and predictive models were employed using ANFIS and ANN. 
The ANN model was selected as a single-hidden-layer model with 20 neurons 
in the hidden layer. Similar to the ANFIS model, 20% of the experimental 
data was chosen as test data within the training dataset. The ANFIS model, 
configured with 124 data inputs and a segmentation of 85% for training and 
20% for testing, established the most successful network with 27 rules. Both 
the ANNand ANFIS models demonstrated good predictive capabilities, both 
statistically and graphically. These prediction models aim to minimize the 
number of tests for future drying processes. Moreover, this methodology 
can be applied by developing prediction models for different products and 
microwave power levels.
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𝜌𝜌𝑏𝑏𝐶𝐶𝐶𝐶𝑏𝑏
𝜕𝜕𝑇𝑇𝑏𝑏
𝜕𝜕𝜕𝜕 = 𝑘𝑘𝑏𝑏∇2𝑇𝑇 + 𝑞𝑞𝑏𝑏

𝑞𝑞𝑔𝑔𝑔𝑔𝑔𝑔 = 𝑞𝑞𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑞𝑞𝑖𝑖𝑔𝑔𝑟𝑟

𝑞𝑞𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐼𝐼2 ∙ 𝑅𝑅𝑖𝑖
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𝑞𝑞𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐼𝐼2 ∙ 𝑅𝑅𝑖𝑖

𝜌𝜌𝐹𝐹𝐹𝐹𝐹𝐹
𝜕𝜕𝐻𝐻𝐹𝐹𝐹𝐹𝐹𝐹
𝜕𝜕𝜕𝜕 = 𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹∇2𝑇𝑇

𝐻𝐻𝑃𝑃𝑃𝑃𝐹𝐹 = ℎ𝑃𝑃𝑃𝑃𝐹𝐹 + ∆𝐻𝐻𝑃𝑃𝑃𝑃𝐹𝐹
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𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃

𝑇𝑇0
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1, 𝑇𝑇𝑃𝑃𝑃𝑃𝐹𝐹 > 𝑇𝑇𝑚𝑚

𝑘𝑘𝑏𝑏
𝜕𝜕𝑇𝑇
𝜕𝜕𝜕𝜕 = 𝑘𝑘𝑃𝑃𝑃𝑃𝐹𝐹
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𝜕𝜕𝜕𝜕
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𝑡𝑡 = 0,          𝑇𝑇𝑏𝑏(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) = 𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) = 𝑇𝑇𝑎𝑎 = 𝑇𝑇0



 . 263International Research and Reviews in Engineering

𝑡𝑡 = 0,          𝑇𝑇𝑏𝑏(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) = 𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) = 𝑇𝑇𝑎𝑎 = 𝑇𝑇0

0

10

20

30

40

50

60

0 100 200 300 400 500 600

T
em

pe
ra

tu
re

, °
C

time (s)

25296 elements

41590 elements

69420 elements

145809 elements



264  . Barış KAVASOĞULLARI, Mücahit Emin KARAGÖZ, Mehmet Nurullah ÖNEL

290
300
310
320
330
340
350
360
370
380
390

0 5000 10000 15000 20000

T
em

pe
ra

tu
re

(K
)

time (s)

COMSOL_3C Choudhari vd_3C
COMSOL_1C Choudhari vd_1C
COMSOL_2C Choudhari vd_2C



 . 265International Research and Reviews in Engineering

290
300
310
320
330
340
350
360
370
380
390

0 5000 10000 15000 20000

T
em

pe
ra

tu
re

(K
)

time (s)

COMSOL_3C Choudhari vd_3C
COMSOL_1C Choudhari vd_1C
COMSOL_2C Choudhari vd_2C

kPCM=0.2 Wm-1K-1 

kPCM=1 Wm-1K-1 

kPCM=5 Wm-1K-1 



266  . Barış KAVASOĞULLARI, Mücahit Emin KARAGÖZ, Mehmet Nurullah ÖNEL

Ta=20 °C 



 . 267International Research and Reviews in Engineering

Ta=20 °C 

Ta=30 °C 

Ta=40 °C 



268  . Barış KAVASOĞULLARI, Mücahit Emin KARAGÖZ, Mehmet Nurullah ÖNEL

Ta=20 °C 

Ta=30 °C 



 . 269International Research and Reviews in Engineering

Ta=20 °C 

Ta=30 °C 

Ta=40 °C 

Ta=20 °C 



270  . Barış KAVASOĞULLARI, Mücahit Emin KARAGÖZ, Mehmet Nurullah ÖNEL

Ta=30 °C 

Ta=40 °C 



 . 271International Research and Reviews in Engineering

Ta=30 °C 

Ta=40 °C 

kPCM=0.2 Wm-1K-1 

kPCM=1 Wm-1K-1 

kPCM=5 Wm-1K-1 



272  . Barış KAVASOĞULLARI, Mücahit Emin KARAGÖZ, Mehmet Nurullah ÖNEL

• 

• 

• 

• 

• 

• 



 . 273International Research and Reviews in Engineering

• 

• 

• 

• 

• 

• 

• 



274  . Barış KAVASOĞULLARI, Mücahit Emin KARAGÖZ, Mehmet Nurullah ÖNEL



 . 275International Research and Reviews in Engineering





Chapter 16
MOTH-FLAME OPTIMIZATION 

ALGORITHM FOR DISASSEMBLY LINE 
BALANCING PROBLEM UNDER THE 

TRUNCATED LEARNING EFFECT

Halime SOMTÜRK1

Mehmet Duran TOKSARI2 

1 Arş Gör., Tokat Gaziosmanpaşa Üniversitesi, Mühendislik ve Mimarlık Fakültesi, Endüstri Mü-
hendisliği Bölümü, halime.somturk@gop.edu.tr, Orcid ID:0000-0001-7329-495X
2 Prof. Dr., Erciyes Üniversitesi, Mühendislik Fakültesi, Endüstri Mühendisliği Bölümü, dtoksari@
erciyes.edu.tr, Orcid ID:0000-0001-9577-1956
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• 

• 

• 
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𝑃𝑃𝑖𝑖𝑖𝑖 = 𝑝𝑝𝑖𝑖 × 𝑚𝑚𝑚𝑚𝑚𝑚(𝑟𝑟𝑎𝑎, 𝜌𝜌)

𝑝𝑝𝑖𝑖𝑖𝑖 𝑖𝑖 𝑚𝑚 ≤ 0 𝜌𝜌
0 < 𝜌𝜌 < 1)

(log2 0.80)
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𝑃𝑃𝑖𝑖𝑖𝑖 = 𝑝𝑝𝑖𝑖 × 𝑚𝑚𝑚𝑚𝑚𝑚(𝑟𝑟𝑎𝑎, 𝜌𝜌)

𝑝𝑝𝑖𝑖𝑖𝑖 𝑖𝑖 𝑚𝑚 ≤ 0 𝜌𝜌
0 < 𝜌𝜌 < 1)

(log2 0.80)

I, kϵN
(i, k) ϵ SP
jϵM
rϵN
a
ρ
K
ct
yij i j 1 0
zj j 1 0
xijr r j 1 0
bjr r j 1 0
tjr r j
cjr r j

𝑓𝑓 = 𝑀𝑀𝑀𝑀𝑀𝑀 ∑ 𝑧𝑧𝑗𝑗
𝑛𝑛
𝑗𝑗=1

∑ 𝑦𝑦𝑖𝑖𝑗𝑗 = 1         𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑀𝑀 𝜖𝜖𝑀𝑀𝑛𝑛
𝑗𝑗=1

∑ 𝑦𝑦𝑖𝑖𝑗𝑗  ≤ 𝑧𝑧𝑗𝑗
𝑛𝑛
𝑗𝑗=1 × 𝑐𝑐𝑐𝑐   𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑀𝑀 𝜖𝜖𝑀𝑀
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∑ 𝑐𝑐𝑗𝑗𝑗𝑗 × 𝑥𝑥𝑎𝑎𝑗𝑗𝑗𝑗 × 𝑏𝑏𝑗𝑗𝑗𝑗 − ∑ 𝑐𝑐𝑗𝑗𝑗𝑗 × 𝑥𝑥𝑘𝑘𝑗𝑗𝑗𝑗 × 𝑏𝑏𝑗𝑗𝑗𝑗 ≤ 0   𝑓𝑓𝑓𝑓𝑓𝑓{𝑎𝑎, 𝑘𝑘}𝑛𝑛
𝑗𝑗=1

𝑛𝑛
𝑗𝑗=1

∑ 𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗 ≤ 1   𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑓𝑓 𝜖𝜖𝜖𝜖 𝑛𝑛
𝑖𝑖=1

∑ 𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑦𝑦𝑖𝑖𝑗𝑗   𝑛𝑛
𝑗𝑗=1  𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑖𝑖 𝜖𝜖𝜖𝜖

∑ (𝑔𝑔𝑖𝑖 × 𝑚𝑚𝑎𝑎𝑥𝑥(𝑓𝑓𝑎𝑎, 𝜌𝜌) × 𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗) = 𝑡𝑡𝑗𝑗𝑗𝑗     𝑛𝑛
𝑖𝑖=1 𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑓𝑓 𝜖𝜖𝜖𝜖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓 ≠ 1

∑ 𝑔𝑔𝑖𝑖 × 𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑡𝑡𝑗𝑗𝑗𝑗     𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑖𝑖 𝜖𝜖𝜖𝜖, 𝑓𝑓 = 1 𝑛𝑛
𝑖𝑖=1

𝑐𝑐𝑗𝑗𝑗𝑗 = 𝑐𝑐𝑗𝑗(𝑗𝑗−1) + 𝑡𝑡𝑗𝑗𝑗𝑗   𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑓𝑓 𝜖𝜖𝜖𝜖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓 ≠ 1

𝑡𝑡𝑗𝑗𝑗𝑗 × 𝑏𝑏𝑗𝑗𝑗𝑗 ≤ 𝑡𝑡𝑗𝑗(𝑗𝑗−1) × 𝑏𝑏𝑗𝑗(𝑗𝑗−1) × 𝜖𝜖       𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑓𝑓 𝜖𝜖𝜖𝜖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓 ≠ 1

𝑐𝑐𝑗𝑗𝑗𝑗 × 𝑏𝑏𝑗𝑗𝑗𝑗 ≤ 𝑐𝑐𝑗𝑗(𝑗𝑗−1) × 𝑏𝑏𝑗𝑗(𝑗𝑗−1) × 𝜖𝜖       𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑓𝑓 𝜖𝜖𝜖𝜖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓 ≠ 1

𝑐𝑐𝑗𝑗𝑗𝑗 = 𝑡𝑡𝑗𝑗𝑗𝑗       𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓 = 1

𝑥𝑥𝐼𝐼𝑗𝑗(𝑗𝑗−1) ≤ ∑ 𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗
𝑛𝑛
𝑖𝑖=1        (𝐼𝐼 ≠ 𝑖𝑖), (𝐼𝐼 = 1, … 𝜖𝜖)

𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗, 𝑦𝑦𝑖𝑖𝑗𝑗, 𝑏𝑏𝑗𝑗𝑗𝑗, 𝑧𝑧𝑗𝑗𝜖𝜖{0,1}

𝑗𝑗
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∑ 𝑐𝑐𝑗𝑗𝑗𝑗 × 𝑥𝑥𝑎𝑎𝑗𝑗𝑗𝑗 × 𝑏𝑏𝑗𝑗𝑗𝑗 − ∑ 𝑐𝑐𝑗𝑗𝑗𝑗 × 𝑥𝑥𝑘𝑘𝑗𝑗𝑗𝑗 × 𝑏𝑏𝑗𝑗𝑗𝑗 ≤ 0   𝑓𝑓𝑓𝑓𝑓𝑓{𝑎𝑎, 𝑘𝑘}𝑛𝑛
𝑗𝑗=1

𝑛𝑛
𝑗𝑗=1

∑ 𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗 ≤ 1   𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑓𝑓 𝜖𝜖𝜖𝜖 𝑛𝑛
𝑖𝑖=1

∑ 𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑦𝑦𝑖𝑖𝑗𝑗   𝑛𝑛
𝑗𝑗=1  𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑖𝑖 𝜖𝜖𝜖𝜖

∑ (𝑔𝑔𝑖𝑖 × 𝑚𝑚𝑎𝑎𝑥𝑥(𝑓𝑓𝑎𝑎, 𝜌𝜌) × 𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗) = 𝑡𝑡𝑗𝑗𝑗𝑗     𝑛𝑛
𝑖𝑖=1 𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑓𝑓 𝜖𝜖𝜖𝜖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓 ≠ 1

∑ 𝑔𝑔𝑖𝑖 × 𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑡𝑡𝑗𝑗𝑗𝑗     𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑖𝑖 𝜖𝜖𝜖𝜖, 𝑓𝑓 = 1 𝑛𝑛
𝑖𝑖=1

𝑐𝑐𝑗𝑗𝑗𝑗 = 𝑐𝑐𝑗𝑗(𝑗𝑗−1) + 𝑡𝑡𝑗𝑗𝑗𝑗   𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑓𝑓 𝜖𝜖𝜖𝜖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓 ≠ 1

𝑡𝑡𝑗𝑗𝑗𝑗 × 𝑏𝑏𝑗𝑗𝑗𝑗 ≤ 𝑡𝑡𝑗𝑗(𝑗𝑗−1) × 𝑏𝑏𝑗𝑗(𝑗𝑗−1) × 𝜖𝜖       𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑓𝑓 𝜖𝜖𝜖𝜖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓 ≠ 1

𝑐𝑐𝑗𝑗𝑗𝑗 × 𝑏𝑏𝑗𝑗𝑗𝑗 ≤ 𝑐𝑐𝑗𝑗(𝑗𝑗−1) × 𝑏𝑏𝑗𝑗(𝑗𝑗−1) × 𝜖𝜖       𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖, 𝑓𝑓 𝜖𝜖𝜖𝜖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓 ≠ 1

𝑐𝑐𝑗𝑗𝑗𝑗 = 𝑡𝑡𝑗𝑗𝑗𝑗       𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑗𝑗 𝜖𝜖𝜖𝜖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓 = 1

𝑥𝑥𝐼𝐼𝑗𝑗(𝑗𝑗−1) ≤ ∑ 𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗
𝑛𝑛
𝑖𝑖=1        (𝐼𝐼 ≠ 𝑖𝑖), (𝐼𝐼 = 1, … 𝜖𝜖)

𝑥𝑥𝑖𝑖𝑗𝑗𝑗𝑗, 𝑦𝑦𝑖𝑖𝑗𝑗, 𝑏𝑏𝑗𝑗𝑗𝑗, 𝑧𝑧𝑗𝑗𝜖𝜖{0,1}

𝑗𝑗
log2 0.70
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𝑀𝑀 =
[
 
 
 𝑚𝑚1,1 𝑚𝑚1,2 𝑚𝑚1,3 … 𝑚𝑚1,𝑑𝑑
𝑚𝑚2,1 𝑚𝑚2,2 𝑚𝑚2,3 … 𝑚𝑚2,𝑑𝑑

⋮
𝑚𝑚𝑛𝑛,1

⋮
𝑚𝑚𝑛𝑛,2

⋮
𝑚𝑚𝑛𝑛,3

⋮
…

⋮
𝑚𝑚𝑛𝑛,𝑑𝑑]

 
 
 

𝑛𝑛 𝑑𝑑

𝑂𝑂𝑀𝑀 = [
𝑂𝑂𝑀𝑀1
𝑂𝑂𝑀𝑀2

⋮
𝑂𝑂𝑀𝑀𝑛𝑛

]

𝑂𝑂𝑀𝑀1

𝐹𝐹 =

[
 
 
 𝐹𝐹1,1 𝐹𝐹1,2 𝐹𝐹1,3 … 𝐹𝐹1,𝑑𝑑
𝐹𝐹2,1 𝐹𝐹2,2 𝐹𝐹2,3 … 𝐹𝐹2,𝑑𝑑
⋮

𝐹𝐹𝑛𝑛,1
⋮

𝐹𝐹𝑛𝑛,2
⋮

𝐹𝐹𝑛𝑛,3
⋮
…

⋮
𝐹𝐹𝑛𝑛,𝑑𝑑]

 
 
 



 . 287International Research and Reviews in Engineering

𝑀𝑀 =
[
 
 
 𝑚𝑚1,1 𝑚𝑚1,2 𝑚𝑚1,3 … 𝑚𝑚1,𝑑𝑑
𝑚𝑚2,1 𝑚𝑚2,2 𝑚𝑚2,3 … 𝑚𝑚2,𝑑𝑑

⋮
𝑚𝑚𝑛𝑛,1

⋮
𝑚𝑚𝑛𝑛,2

⋮
𝑚𝑚𝑛𝑛,3

⋮
…

⋮
𝑚𝑚𝑛𝑛,𝑑𝑑]

 
 
 

𝑛𝑛 𝑑𝑑

𝑂𝑂𝑀𝑀 = [
𝑂𝑂𝑀𝑀1
𝑂𝑂𝑀𝑀2

⋮
𝑂𝑂𝑀𝑀𝑛𝑛

]

𝑂𝑂𝑀𝑀1

𝐹𝐹 =

[
 
 
 𝐹𝐹1,1 𝐹𝐹1,2 𝐹𝐹1,3 … 𝐹𝐹1,𝑑𝑑
𝐹𝐹2,1 𝐹𝐹2,2 𝐹𝐹2,3 … 𝐹𝐹2,𝑑𝑑
⋮

𝐹𝐹𝑛𝑛,1
⋮

𝐹𝐹𝑛𝑛,2
⋮

𝐹𝐹𝑛𝑛,3
⋮
…

⋮
𝐹𝐹𝑛𝑛,𝑑𝑑]

 
 
 

𝑑𝑑 𝑛𝑛

𝑂𝑂𝑂𝑂 = [
𝑂𝑂𝑂𝑂1
𝑂𝑂𝑂𝑂2
⋮

𝑂𝑂𝑂𝑂𝑛𝑛
]

𝑀𝑀𝑂𝑂𝑂𝑂 = (𝐼𝐼, 𝑃𝑃, 𝑇𝑇)

𝑆𝑆(𝑀𝑀𝑖𝑖, 𝑂𝑂𝑗𝑗) = 𝐷𝐷𝑖𝑖 × 𝑒𝑒𝑏𝑏𝑏𝑏 × 𝑐𝑐𝑐𝑐𝑐𝑐(2𝜋𝜋𝜋𝜋) + 𝑂𝑂𝑗𝑗

𝑀𝑀𝑖𝑖 = (𝑚𝑚𝑖𝑖1,𝑚𝑚𝑖𝑖2, … ,𝑚𝑚𝑖𝑖𝑖𝑖) 𝑂𝑂𝑗𝑗 = (𝑂𝑂𝑖𝑖1, 𝑂𝑂𝑖𝑖2, … , 𝑂𝑂𝑖𝑖𝑖𝑖) 𝐷𝐷𝑖𝑖
𝐸𝐸𝐸𝐸. 22
𝜋𝜋 [−1,1]. 𝑏𝑏

𝐷𝐷𝑖𝑖

𝐷𝐷𝑖𝑖 = |𝑂𝑂𝑗𝑗 − 𝑀𝑀𝑖𝑖|
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𝑡𝑡 = (𝜑𝜑 − 1) × 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟[0,1] + 1

𝜑𝜑 = −1 + 𝑘𝑘 (− 1
𝐾𝐾)

𝑘𝑘
𝐾𝐾

𝑟𝑟
𝑟𝑟
𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖

𝑀𝑀𝑖𝑖 (𝑖𝑖 = 1,2, … 𝑟𝑟)
𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟 < 𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖
𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟 = 𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟 + 1

𝑂𝑂𝑀𝑀𝑖𝑖 𝑓𝑓(𝑀𝑀𝑖𝑖)
𝐹𝐹𝑗𝑗 (𝑗𝑗 = 1,2, … , 𝑟𝑟)
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Learning rate İstasyona İşlerin Atanma Sırası İşlem Süreleri İş Tamamlama Süresi Açılan İstasyon Sayısı

20-13-11-3-18-14 5-2-2-3-3-2 17
 6-10  15-2 17
 17-9  2-15 17

4-12-16-1-21 10-2-2-3-1 18
 24-23  2-15 17

19 18 18
5-22-15  10-5-2 17

 25-7  2-15 17
 8-2  15-2 18

16-18-2-4-25-12 2-2,7-1,6-8,1-1,6-1,6 17,7
1-9 3-4,5 7,5

17-21-3-23 2-0,9-2,53-12,15 17,58
7 15 15
8 15 15

22-20-15-24-14-11-13 5-4,5-1,69-1,62-1,6-1,6-1,6 17,61
5 10 10

19 18 18
6-10 15-1,8 16,8

8 15 15
 7-1 15- 2,7 17,7

14-23-2 2- 13,5- 1,69 17,19
 17-6 2- 13,5 15,5

19 18 18
 5-10 10- 1,8 11,8

9-13-21 15- 1,8- 0,85 17,65
4-18-25-24-11 10- 2,7- 1,69 - 1,62- 1,56 17,57

12-22-3-16-20-15 2- 4,5- 2,54- 1,62- 3,91- 1,52 16,09

12-9-18-16 2-12-2,4-1,6 18
 7-3 15-2,4 17,4
 22-8  5-12 17

 14-19 2-14,4 16,4
20-25-5-11 5-1,6-8-1,6 16,2
10-1-24-6 2-2,4-1,6-12 18

21-13-23-2-15 1-1,6-12-1,6-1,6 17,8
 4-17 10-1,6 11,6

 15-23 2-11,99 13,99
21.08.2024 1-12-1,4 14,4

19 18 18
25-6-14-11 2-12-1,4-1,4 16,8

9 15 15
 4-5 10-7,99 17,99

18-13-22-20-2-3-10 3-1,6-3,5-3,5-1,4-2,1-1,4 16,5
17-1-12-7-16 2-2,4-1,4-10,5-1,4 17,7

24-12-9-14 2-1,6-12-1,6 17,2
 6-1 15-2,4 17,4

13-17-25-11-4-3 2-1,6-1,6-1,6-8-2,4 17,2
 10-7-20  2-12-4 18
 21-2-23 1-1,6-12 14,6

 22-8  5-12 17
19 18 18

 15-18-16-5 2-2,4-1,6-8 14

21-16-19-11 1-1,4-12,6-1,4 16,4
22-17-23 5-1,4-10,5 16,9
2-7-20-13 2-10,5-3,5-1,4 17,4
25-18-1-6 2-2,1-2,1-10,5 16,7
 12-09-15 2-10,5-1,4 13,9

3-24-8-14-10 3-1,4-10,5-1,4-1,4 17,7
 4-5  10-7 17

Learning rate=0  & p=0                                                           

8

9

9

9

8

Learning rate: 0.90 &ρ =0.8  

Learning rate=0.90 &ρ =0.7 

Learning rate=0.80 & ρ=0.8 

Learning rate=0.80 & ρ=0.7

Learning rate=0.70 & ρ=0.8

8

Learning rate=0.70 & ρ=0.7

7
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Chapter 17
INVESTIGATION OF CFD ANALYSIS 
OF RECTANGULAR SHAPE OF TALL 
BUILDINGS AT DIFFERENT ASPECT 

RATIOS FOR SAME CROSS-SECTIONAL 
AREA 
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INTRODUCTION  

 

Electric vehicles (EVs) completed their journey from R&D centers to 
prototype workshops in the early 1990s. Ten years ago, mass production of 
EVs started (Chan, 2013). Today, hybrid electric vehicles (HEAs) and EVs 
constitute the majority of vehicle production. HEAs are preferred by users 
because of their innovative features and the equipment found in conventional 
vehicles. HEAs do not directly require stationary charging systems and have 
a similar or greater range than conventional vehicles. Battery studies are 
gaining momentum every day for EVs to have higher ranges (Cogen, 2010). 
EVs will have longer ranges than conventional vehicles in the coming years. 

The production of EVs has a rapidly increased momentum. While the total 
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stores energy in the battery by braking to increase vehicle efficiency when the 
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this power is reduced to the motor shaft, it is expressed as follows: 

 

𝑃𝑃𝑡𝑡𝑡𝑡(𝑡𝑡) = 𝜔𝜔𝑡𝑡𝑡𝑡(𝑡𝑡) ∙ 𝑟𝑟𝑡𝑡𝑡𝑡(𝑡𝑡)                                           (1) 
 
𝑃𝑃𝑡𝑡𝑡𝑡(𝑡𝑡) = 𝜂𝜂𝑎𝑎𝑡𝑡 ∙ 𝑃𝑃𝐸𝐸𝐸𝐸(𝑡𝑡)                                                                             (2) 

   

In formulas, 
𝑃𝑃𝑡𝑡𝑡𝑡(𝑡𝑡); power at the vehicle wheels (Watt),  
𝜔𝜔𝑡𝑡𝑡𝑡(𝑡𝑡); wheel speed (1/s), 
𝑟𝑟𝑡𝑡𝑡𝑡(𝑡𝑡); wheel moment (N.m), 
𝜂𝜂𝑎𝑎𝑡𝑡 ; efficiency in the transfer sections, 
𝑃𝑃𝐸𝐸𝐸𝐸(𝑡𝑡); power of the electric machine (Watt).  
 

The current conditions for a brushless direct current (DC) motor in EVs 
when powered by a battery are given in Formula 3. 

 

𝐸𝐸𝑎𝑎 − 𝑉𝑉𝑏𝑏𝑡𝑡 = 𝐼𝐼𝑓𝑓𝑟𝑟 ∙ (𝑅𝑅𝑏𝑏𝑡𝑡 + 𝑅𝑅𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑆𝑆𝑆𝑆)                                                                                                        (3) 

In formulas, 
Ea; voltage induced during braking (V),  
Vbt; end voltage of the battery at braking (V),  
Ifr; brake current (A),  
Rbt; internal resistance of the battery (ohm),  
Rpp; resistance of the electric machine (ohm), 
RSC; resistance of semiconductor materials (ohm). 
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The driver connection diagram of the DA machine with the battery is 
shown in Fig.1. 

 

 

Figure 1. Connection diagram between the DA machine and the battery 

 

1.1. Regenerative Braking 

When the braking characteristics of EVs are analyzed, energy recovery 
from useful braking cannot be achieved below certain speeds. Useful braking 
occurs when the voltage higher than the battery voltage after all losses are 
subtracted (Lee and Chen, 2003). The voltage that must be induced is given 
in Formula 4, otherwise useful braking will not occur. 

 

𝐸𝐸𝑎𝑎 > 𝑉𝑉𝑏𝑏𝑏𝑏 + (𝑅𝑅𝑏𝑏𝑏𝑏 + 𝑅𝑅𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑆𝑆𝑆𝑆) ∙ 𝐼𝐼𝑓𝑓𝑓𝑓                   (4) 

 

In EVs, energy storage is achieved by increasing the voltage obtained 
during braking. This can be achieved by controlling the current to maintain 
the braking torque. More important than useful braking in electric vehicles is 
battery safety. Another limiting factor for useful braking is the state of battery 
charge. Even if a speed level sufficient for useful braking is reached, the 
battery begins to act as a resistor when it is charged. This high internal 
resistance in the battery causes the battery to heat up and then burn or explode. 
The battery reacts in direct proportion to the current it draws (González-Gil et 
al., 2013). Useful braking is limited when the Ifr current given in Formula 4 
exceeds the maximum current value that the battery will accept. 
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2.2. Dynamic Braking 

In dynamic braking, unlike utility braking, the braking resistance takes the 
battery resistance (Xu and Zheng, 2016). The torque occurring during braking 
can be calculated from Formula 5 and the induced voltage can be calculated 
from Formula 6. 

 

𝑇𝑇 = 𝑘𝑘𝑡𝑡. 𝐼𝐼𝑓𝑓𝑓𝑓 =  𝑘𝑘𝑡𝑡. 𝐸𝐸𝑎𝑎
𝑅𝑅𝑓𝑓𝑓𝑓+𝑅𝑅𝑝𝑝𝑝𝑝+𝑅𝑅𝑆𝑆𝑆𝑆

                                                             (5) 

 

𝐸𝐸𝑎𝑎 = 𝐼𝐼𝑓𝑓𝑓𝑓 ∙ (𝑅𝑅𝑓𝑓𝑓𝑓 + 𝑅𝑅𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑆𝑆𝑆𝑆)                          (6) 

 

Dynamic braking is also called electrical braking. The voltage value to be 
applied to the coil during dynamic braking depends on the speed of the 
vehicle. Sufficient current must be generated for the braking moment. In cases 
where the vehicle speed is low, a sufficient current value may not be reached, 
in which case an upgrade is made. High torque is needed in powerful motors 
and when the vehicle weight is high. The current passing through the windings 
during braking should not exceed the nominal current of the motor 
(Boerboom, 2012). Otherwise, the stator windings may burn, and vehicle 
safety may be jeopardized. 

 
2.3. Reverse Current Braking 

Reverse current braking can be applied to EVs where sudden braking is 
required. It is applied by abruptly changing the direction of the motor speed. 
Reverse current braking can be applied to machines with high inertia and 
requiring sudden stopping (Zhao et al., 2014). In this type of braking, current 
flows in the opposite direction by expending energy and braking occurs. In 
other words, the direction of current and voltage is from the battery to the 
machine. Braking characteristics are expressed in Formulas 7 and 8. 

𝑉𝑉rev + 𝐸𝐸𝑎𝑎 = 𝐼𝐼𝑓𝑓𝑓𝑓 ∙ (𝑅𝑅𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑆𝑆𝑆𝑆 )                           (7) 

 

 𝑇𝑇 = 𝑘𝑘𝑡𝑡. 𝐼𝐼𝑓𝑓𝑓𝑓 =  𝑘𝑘𝑡𝑡. 𝑉𝑉𝑓𝑓𝑟𝑟𝑟𝑟+𝐸𝐸𝑎𝑎
𝑅𝑅𝑝𝑝𝑝𝑝+𝑅𝑅𝑆𝑆𝑆𝑆

                                (8) 

 

There are issues to be considered in the design of machines to be braked 
with reverse current. When braking starts, a serious current will occur on the 
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system. In this case, it is important to choose the electronic devices correctly 
to prevent damage to the devices. This type of braking is not preferred for 
EVs, except for panic braking, as it reduces the range (Boerboom, 2012). In 
addition to electrical braking, mechanical braking is preferred as a 
complement. 

2.4. Optimal and Safe Braking 

To ensure safe braking, vehicle dynamics must first be examined. To move 
a vehicle safely, the wheels, which are the points of contact with the road, 
must always be attached to the road. Indeed, the "slip" that occurs at the base 
of the tire wheel moves and steers the vehicle. When the tire contacts the road 
under a positive moment, it compresses toward travel and the rear of the tire 
is stretched (Lee and Chen, 2003). Fig. 2 shows the effect of positive moment 
on the tire. 

 

 

Figure 2. Pressure created in the tire by the positive moment 

The positive and negative moments at the tire tread are expressed in 
Formulas 9 and 10, respectively. 

 

𝑠𝑠 = (1 − 𝑣𝑣
𝑟𝑟−𝑤𝑤 ) × 100%       (9) 
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𝑠𝑠 = (1 − 𝑣𝑣
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In formulas, 
s; slip, 
v; vehicle speed, 
r; wheel radius, 
w; wheel rotation speed. 

 

After a certain point, when a moment is applied to the wheel, this base 
reaction becomes large enough to break the bond between the wheel and the 
road. Apart from the drive and brake units, the ability of a vehicle’s wheels to 
transmit the effects of these units to the road determines the traction or braking 
performance of the vehicle. This is possible as long as the wheel and road have 
a cohesive effect. In general, this effect limits overall vehicle performance. 
This effect is especially minimal on wet, muddy, or icy roads, where the 
vehicle’s ability to move and stop is greatly reduced. The situation where the 
wheel contact with the road is maximized is expressed in Formula 11. 

 

𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚𝑠𝑠 = 𝑃𝑃𝑛𝑛 ∙ 𝜇𝜇                 (11) 

 

In formulas, 
𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚𝑠𝑠; maximum force, 
𝑃𝑃𝑛𝑛; wheel load, 
𝜇𝜇; road contact coefficient. 
 

Fig.3 shows the plot of the relationship between the slip and contact 
coefficients in the vehicle.  
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Figure 3. Relationship between vehicle slip and road contact 

As shown in Fig. 3, after the maximum µp point, the wheel becomes 
unstable and the relationship between the skid and traction changes inversely. 
The skidding condition of the vehicles varies according to the road surface. 
Table 1 shows the grip and skid values for various road surfaces (Demirci and 
Çelikoğlu, 2018). 

Table 1. Contact coefficients on various road surfaces 
Surface Maximum value (µp) Skid value (µs) 
Asphalt dry ground 0,8-0,9 0,75 
Asphalt wet ground 0,5-0,7 0,45-0,6 
Gravel floor 0,6 0,55 
Soil dry ground 0,68 0,65 
Soil wet ground 0,55 0,4-0,5 
Stuck snow ground 0,2 0,15 
Ice floor 0,1 0,07 

 

The braking of the vehicle generates a braking force limited by the 
maximum contact (grip) value. Table 1 shows that the least braking will occur 
on an icy surface and the highest quality braking force will occur on a dry 
asphalt surface. In a vehicle without a sophisticated braking system, standard 
braking is performed according to the ratio between the front and rear wheels. 

In terms of vehicle dynamics, locking the front brakes is safer than locking the 
rear wheels. When the rear brakes are locked, the understeer and yaw rate of 
the vehicle increase. In this case, locking the front wheels is preferred. In 
today’s vehicles, advanced electronic systems provide safe braking by 
applying different brake forces to each wheel. 

2.5. Comfortable Braking 

In conventional vehicles, when the pilot brakes, he adapts to the braking 
force in a time inversely proportional to his driving experience. In this way, 
he/she easily predicts how hard he/she should apply the brakes and how long 
it will take to stop. Similarly, when the pilot takes his foot off the brake, he 
knows when the vehicle will slow down with the negative moment effect. This 
conventional situation should also be applied in EVs to provide a comfortable 
braking system. For comfortable braking, Figure 4 shows the braking 
acceleration for various situations (Cornic, 2010). 

 

Figure 4. Braking acceleration for different cases (G=10 m/s2 ) 

𝐹𝐹brake = (𝑀𝑀 ∙ 𝑗𝑗) − 𝐹𝐹load                     (12) 
 
𝑇𝑇brake = 𝑟𝑟wheel ∙ 𝐹𝐹brake      (13)          

 

In formulas, 
𝐹𝐹brake ; braking force on vehicle wheels, 
𝐹𝐹load ; vehicle load on the wheel, 
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𝑇𝑇brake ; braking moment on the vehicle, 
𝑟𝑟wheel ; vehicle wheel radius, 
𝑀𝑀; vehicle mass, 
𝑗𝑗; braking acceleration. 

 

The loads acting on the vehicle and the braking moment play a role in the 
deceleration of the vehicle. The braking moment and vehicle speed are 
inversely proportional. In other words, in the total forces acting on the vehicle, 
there is a relationship between the vehicle speed and the load force 
proportional to the square of the speed. 

2. BATTERY SYSTEMS USED IN ELECTRIC VEHICLES 

There are three basic types of battery cells used in electric vehicles. These 
are, 

 

• Cylindrical batteries,  
• Prismatic batteries and 
• Pouch batteries. 

 

Lithium coin cells are also used for testing in research and 
development but have never been used in electric vehicles. The number 
of cells in EV varies greatly depending on the cell format. On average, 
EVs with cylindrical cells have 5,000 - 9,000 cells (Asghar et al., 2021). 
However, there are prismatic cells with only a few hundred cells. 

Cylindrical cells are the cheapest format to manufacture because they 
are already enclosed in a protective sheath that offers good mechanical 
resistance. Cylindrical cells are not only cost-effective, but also highly 
protected and easy to manufacture. Cylindrical cells have limitations in 
terms of power because of their shape (Bentley and Heacock, 1996). 
Therefore, vehicles with smaller batteries, such as hybrid vehicles, use 
pouch or prismatic cells to provide more power during acceleration. 
Cylindrical batteries need to be manufactured in a smaller format than 
other battery types to ensure that they dissipate heat well and extend 
battery life. Therefore, the most common cylindrical cell formats are 
18650 and 21700 (Burd et al., 2021). 

Prismatic cells can be 20 to 100 times larger than cylindrical cells. 
They can typically deliver more power and store more energy for the same 
volume because less material is used in the enclosure. The shape and 
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pouch or prismatic cells to provide more power during acceleration. 
Cylindrical batteries need to be manufactured in a smaller format than 
other battery types to ensure that they dissipate heat well and extend 
battery life. Therefore, the most common cylindrical cell formats are 
18650 and 21700 (Burd et al., 2021). 

Prismatic cells can be 20 to 100 times larger than cylindrical cells. 
They can typically deliver more power and store more energy for the same 
volume because less material is used in the enclosure. The shape and 

thickness of the enclosure also allows for better heat management than 
cylindrical cells. Prismatic cells are popular among Chinese 
manufacturers because their preferred cell chemistry (lithium, iron, 
phosphate) is currently mostly available in prismatic format (Catenacci, 
2013). Recently, prismatic cells have gained importance elsewhere in the 
world. While cylindrical cells used to be the most popular format, 
prismatic cells are expected to take a large share of the market in EVs in 
the coming years (Chu and Majumdar, 2012). 

Pouch cells are designed to deliver more power than other types of 
cells. They are also very efficient in terms of space utilization. However, 
their soft plastic casing means that they have the lowest mechanical 
resistance of all cell types. Therefore, an additional structure must be 
added to protect the pouch cell from mechanical damage during pouch 
cell assembly. There are many types of batteries used in the industry, and 
they are classified according to the material used in their plates or 
electrolytes. The evolution of the main battery types used in EVs is shown 
in Fig. 5 (Budde et al., 2013). 

 

Figure 5. Temporal chart of battery development in electric vehicles 

Today’s EV batteries have a low energy density, which directly 
affects their range. However, EV battery technology has advanced 
significantly in recent years. Today, there are many battery technologies 
with different nominal voltages and energy densities. Fig. 6 shows a 
comparison of different battery types in terms of energy density (Chu and 
Majumdar, 2012). 
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Figure 6. Comparison of battery types in terms of energy density 

3.1. Lead Acid Batteries 

Invented in 1859, the lead-acid battery is still used in many vehicles 
with both internal combustion and electric motors. In 1899, the EV "La 
Jamais Contente" with this technology was in fact the first car to exceed 
100 km/h, long before internal combustion engine vehicles (Asghar et al., 
2021). Today, lead-acid batteries are no longer used for traction control, 
but to power the electrical circuitry of accessories or components typical 
of internal combustion engines, such as starters. Despite its volume and 
weight, the lead-acid battery offers only a limited capacity, but it has the 
advantage of being both cheap and easy to produce and recycle. Used as 
the main energy storage mechanism for electric cars until the 1980s, it is 
rapidly being replaced by other more efficient technologies (Hu et al., 
2019). Fig.7 shows a graph showing the battery health of a sulfur acid 
battery depending on the charge cycle. 
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3.2. Alkaline Batteries 

Alkaline batteries were invented in the early twentieth century. 
Inventor Lewis Urry created the Eveready alkaline battery in 1949. 
Although these batteries were not immediately accepted by consumers, 
they became successful a few years later. Thirty years after its invention, 
the company changed its name to Energizer (Enache et al., 2014). 

An alkaline battery is a battery created by chemical reactions between 
zinc and manganese dioxide. Alkaline batteries have a higher energy 
concentration than other battery types. Therefore, they are more durable 
than other battery types. Initially, alkaline batteries were unpopular when 
they were invented in 1906. It took about fifty years for alkaline batteries 
to be used worldwide, and they were used as part of consumer products 
such as children’s toys. Over time, they began to be used as consumer 
goods in their own right. Today, alkaline batteries are the most common 
type of batteries sold worldwide. Approximately four billion alkaline AA 
batteries are produced each year. To this number, millions of other 
alkaline batteries (C, AAA, D) can be added (Hawkins et al., 2012). AA 
batteries are the most common type of alkaline battery produced in the 
world and are generally used to power children’s toys and in homes and 
workplaces to power lamps, battery-operated drills, flashlights, and many 
other portable electrical products. 
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The physical components of an alkaline battery are complex; 
however, the physical appearance of an alkaline battery is not very 
different from that of other types of batteries. The cathode is at one end of 
the battery and the anode at the other. The positive end of the alkaline 
batteries has a circular portion extending from the main battery body. The 
other end of the anode has a flat surface. Fig. 8 shows the general structure 
of an alkaline battery (Enache et al., 2014). 

 

Figure 8. Internal structure of the alkaline battery 

The basic operating principle of an alkaline battery is the conversion 
of chemical energy from the interactions between zinc and manganese 
oxide into electrical energy. Battery chemistry always involves two or 
more materials. The specific chemical reactions that occur in an alkaline 
battery occur between the materials in the battery. 

First, electricity comes into contact with the zinc material of the 
battery anode. This causes ionic power to flow from the anode into the 
battery. Zinc combines with manganese dioxide and water to form zinc 
monoxide and manganese dioxide hydroxyl (Muratoğlu and Akkaya, 
2015). Manganese dioxide, water, and electrons then interact to form 
hydroxide ions and more hydroxyls. Zinc and hydroxide then interact to 
form zinc oxide, water, and electrons. These interactions build up from 
each other and produce a flow of energy. The electrons formed as a result 
of these interactions transmit electrical energy. 



 . 337International Research and Reviews in Engineering

The physical components of an alkaline battery are complex; 
however, the physical appearance of an alkaline battery is not very 
different from that of other types of batteries. The cathode is at one end of 
the battery and the anode at the other. The positive end of the alkaline 
batteries has a circular portion extending from the main battery body. The 
other end of the anode has a flat surface. Fig. 8 shows the general structure 
of an alkaline battery (Enache et al., 2014). 

 

Figure 8. Internal structure of the alkaline battery 

The basic operating principle of an alkaline battery is the conversion 
of chemical energy from the interactions between zinc and manganese 
oxide into electrical energy. Battery chemistry always involves two or 
more materials. The specific chemical reactions that occur in an alkaline 
battery occur between the materials in the battery. 

First, electricity comes into contact with the zinc material of the 
battery anode. This causes ionic power to flow from the anode into the 
battery. Zinc combines with manganese dioxide and water to form zinc 
monoxide and manganese dioxide hydroxyl (Muratoğlu and Akkaya, 
2015). Manganese dioxide, water, and electrons then interact to form 
hydroxide ions and more hydroxyls. Zinc and hydroxide then interact to 
form zinc oxide, water, and electrons. These interactions build up from 
each other and produce a flow of energy. The electrons formed as a result 
of these interactions transmit electrical energy. 

3.3. Zebra Batteries 

The zebra battery for EVs is a low-temperature variant of sodium 
sulfur (NaS) batteries and was developed as part of the "Zero Emission 
Batteries Research Project". Since the beginning, zebra batteries have 
been developed for EV applications. NaAlCl4 is used as the battery 
component. Zebra batteries offer safe use in EVs because of their high-
temperature operation. The long-life cycle, short-circuit tolerance and 
low-cost components have enabled zebra batteries to be used for EVs for 
more than a decade. Because the battery has very high discharge 
characteristics when not in use, it is mostly preferred in commercial 
vehicles with intensive use (Sun et al., 2020; Enache et al., 2014). 

3.4. Lithium-Ion Batteries 

A lithium ion (Li-ion) battery is an advanced battery technology that 
uses lithium ions as a key component of its electrochemistry. During a 
discharge cycle, lithium atoms at the anode are ionized and stripped of 
their electrons. The lithium ions move from the anode and pass through 
the electrolyte until they reach the cathode, where they recombine with 
their electrons and become electrically neutralized. Lithium ions are small 
enough to pass through a micro permeable separator between the anode 
and cathode. Partly because of the small size of lithium, Li-ion batteries 
have very high voltage and charge storage per unit mass and per unit 
volume (Lin et al. 2017). 

Li-ion batteries can use some different materials as electrodes. The 
most common combination are lithium cobalt oxide (cathode) and 
graphite (anode), which are most commonly found in portable electronic 
devices such as mobile phones and laptops. Other cathode materials 
include lithium manganese oxide (used in hybrid electric and electric cars) 
and lithium iron phosphate. Fig. 9 schematically illustrates the charge-
discharge process of Li-ion batteries (Matthews et al., 2017; Şen and 
Özcan, 2023). 
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Figure 9. Charge-discharge processes of Li-ion batteries 

Compared with other high-quality rechargeable battery technologies 
(nickel-cadmium or nickel-metal-hydride), Li-ion batteries have several 
advantages. They have one of the highest energy densities among today’s 
battery technologies (100-265 Wh/kg or 250-670 Wh/L). In addition, Li-
ion battery cells can charge-discharge 3 times more than battery 
technologies such as Ni-Cd or Ni-Mh (Miller, 2015). This means that Li-
ion batteries can provide large amounts of current for high-power 
applications with relatively low maintenance compared with other 
batteries. Li-ion batteries also have a low self-discharge rate of 
approximately 1.5% - 2% per month.  

Due to these advantages, Li-ion batteries have replaced Ni-Cd 
batteries as the market leader in portable electronic devices (such as 
smartphones and laptops). Li-ion batteries are also used to power 
electrical systems on the new and more environmentally friendly Boeing 
787, where weight is a significant cost factor, and for some aerospace 
applications. From a clean energy perspective, much of the promise of Li-
ion technology stems from its potential applications in EVs. The Nissan 
Leaf and Tesla Model S, currently the best-selling EVs, use Li-ion 
batteries as their primary fuel source (Stan et al., 2014; Matthews et al., 
2017). 

Despite these advantages, Li-ion batteries still have some 
disadvantages, especially in terms of safety. Li-ion batteries tend to 
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2017). 

Despite these advantages, Li-ion batteries still have some 
disadvantages, especially in terms of safety. Li-ion batteries tend to 

overheat and can be damaged at high voltages. In some cases, this can lead 
to thermal runaway and combustion. On a Boeing 787 passenger plane, 
thermal leakage in a li-on battery caused a fire. 

Li-ion batteries are also subject to aging, which means that they can 
lose capacity and often fail after a few years. Another factor limiting their 
widespread use is their cost, which is about 40% higher than that of Ni-
Cd. Addressing these issues is an important component of current research 
into technology. Finally, despite Li-ion's high energy density compared to 
other battery types, it has about a hundred times less energy density than 
gasoline (which contains 12,700 Wh/kg by mass or 8760 Wh/L by 
volume). 

3.5. Lithium Air Batteries 

Lithium-air batteries are a type of metal-air electrochemical cell or 
battery chemistry that generates electricity by oxidizing lithium at the 
anode and reducing oxygen at the cathode. They are not yet mass-
produced but could one day become the ultimate rechargeable battery. 
Lightweight and high-capacity, they have a much higher potential energy 
density than conventional lithium-ion batteries. Because of these potential 
benefits, they will be used in the future in places such as electric vehicles 
and electricity storage systems. However, only a few lithium-air batteries 
have been successfully manufactured. This is partly because a significant 
proportion of lithium-air batteries by weight contain heavy inactive 
components that are not directly involved in battery processes (Lin et al. 
2017). 

3.6. Lithium Sulfur Batteries 

Lithium sulfur (Li-S) can store much more energy than a similar 
battery using existing lithium ion (Li-ion) technology. This means that 
they can last significantly longer on a single charge. They can also be 
produced in the same factories where Li-ion batteries are produced, so it 
should be relatively easy to get them into production. Instead of using 
expensive cobalt, sulfur, a cheap raw material available as a by-product of 
the petroleum industry, is used (Hawkins et al., 2012). This can lead to 
significant savings in costs per unit of power. 

However, existing Li-S batteries cannot be sufficiently charged before 
they become commercially viable. This is because charging a Li-S battery 
leads to the accumulation of chemical deposits that degrade the cell and 
shorten its lifetime. The deposits form on thin, tree-like structures called 
dendrites that emerge from the lithium anode, which is the negative 
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electrode inside the battery. The deposits thus disrupt the anode and the 
electrolyte, the medium through which the lithium ions travel back and 
forth. This reduces the power that the battery can provide and can short-
circuit and cause a flammable electrolyte to ignite (Tredeau et al., 2009).  

While Li-S cells can theoretically store up to five times the energies 
of Li-ion batteries in terms of mass, they also consume more volume. The 
fact that the life cycle of the batteries is half that of Li-ion batteries is 
another obstacle to their use in EVs for the time being. 

3.7. Supercapacitor 

A supercapacitor, also called an ultracapacitor, is used to store and 
discharge electricity similar to a battery. However, instead of storing 
energy in chemical form, supercapacitors are better at charging and 
discharging energy quickly by storing electricity in a static state. 
Therefore, supercapacitors have high power density but low energy 
density (Winter and Brodd, 2004). 

In many ways, a supercapacitor is similar to a larger capacitor with 
larger electrode plates and less distance between them, allowing a larger 
charge to be stored in the form of electrical potential energy. A 
supercapacitor does not use a dielectric; instead, porous electrode plates 
are immersed in an electrolyte and separated by a very thin separator 
material. When a charge passes through the electrodes, the atoms in them 
polarize, giving the electrodes a positive or negative charge (Lin et al. 
2017). 

Supercapacitors are suitable for use in vehicles equipped with 
regenerative braking systems. This is due to their higher power density 
than batteries based on chemical reaction, which allows them to store and 
discharge electricity quickly, collecting the energy generated during 
braking and then quickly discharging it during acceleration (Hawkins et 
al., 2012). Full cell-based cars, such as the Toyota FCHV, also use 
supercapacitors to provide auxiliary power, which hydrogen fuel cells 
alone struggle to do. Li-on batteries are still used as the primary power 
source (Enache et al., 2014). However, the number of electric and hybrid 
vehicles is increasing every day, so supercapacitors can play a bigger role 
in the next generation of electric cars. 
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4. CONCLUSION 

The biggest challenge in the deployment of EVs lies in the 
development of low-cost and high-range battery systems. Because the 
production of low-cost batteries will enable us to see more EVs on the 
road, battery manufacturers are investing heavily in their facilities. 
Batteries used in EVs must have high power density and energy density. 
However, EVs have not yet reached the desired energy density. This 
situation brings along the necessity of using energy in the most efficient 
way in EVs. Studies have shown that useful braking can increase the range 
of EVs by 20% to 30% (Jung et al., 2021). However, this situation causes 
negative effects on the battery. In addition to increasing the range in 
batteries, preventing battery aging is important in terms of ensuring 
economic and environmental sustainability. 

The general problem with today’s EVs is their battery capacity and 
battery life. With the increase in the number of EVs in the coming years, 
the lack of charging stations and long charging times will provide users 
with an uncomfortable experience. In this context, energy recovery with 
beneficial braking will become more important in EVs in the future. 
Research and development of battery technologies that can offer a longer 
range without increasing the volume and mass of EVs continues. This 
chapter describes the braking and battery systems used in EVs. 
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The Basics of Leather Processing

Leather is a timeless and versatile material that has been widely used for 
centuries due to its durability, luxurious appeal, and natural aesthetics. Also, 
the leather is an exceptional material that is well-suited to produce consumer 
goods, and efforts to enhance the longevity of items made from leather are 
critical for fostering sustainable practices and safeguarding the environment. 
By limiting waste volume, these initiatives promote eco-consciousness and 
extend the useful life of leather-based products. The leather industry employs 
extensive processing techniques to transform animal hides, which possess 
a fundamental histological structure comprised of collagen protein, into 
highly desirable and unique materials. These materials, characterized by their 
breathability, flexibility, durability, and distinctive surface and structural 
features, are versatile and resilient, making them suitable for use in various 
industries.

The primary objective of leather enterprises extends beyond the 
conversion of animal hides, derived as by-products from slaughterhouses, 
into economically viable and practical items while adhering to a sustainable 
production approach. Additionally, such endeavours aim to conduct 
operations with due sensitivity and in an environmentally responsible 
manner throughout the industrial process. (Krishnamoorthy, Sadulla, Sehgal, 
& Mandal, 2012) (Hassan, Harris, Busfield, & Bilotti, 2023). The refined 
products generated by this industry culminate at the end of a process that 
is enhanced by the expertise of art and craftsmanship, complemented by a 
wealth of scientific knowledge. These products are versatile and can be utilized 
in a broad range of final products, including footwear, apparel, automotive 
and furniture upholstery, accessories, and works of art.

This lengthy and labour-intensive process, which has been carried out for 
centuries, is capable of processing not only mammalian hides from animals 
such as cattle, sheep, goats, and pigs, which are commonly used in the meat 
and meat products industry, but also hides from various species and types of 
animals including fur animals, reptiles, fish, and birds.

The leather processing process begins with the initial stage of separating 
the animal’s hide from its carcass after slaughter. When the raw animal hides 
cannot be processed immediately, they undergo protective treatments, known 
as conservation processes, to prevent the loss of quality until they reach 
tanneries where they will undergo tanning processes. These conservation 
processes include drying, salting, cooling, freezing, and pickling. Essentially, 
this process ensures that the raw hides can withstand microbial activity and 
storage conditions without deterioration or putrefaction.

The leather processing procedure involves subjecting raw animal hides 
to comprehensive chemical and mechanical treatments, not only to preserve 



 . 347International Research and Reviews in Engineering

the leather from hot water, microbial influences, and chemical damages but 
also to meet the demands of fashion by rendering it aesthetically appealing, 
durable, and flexible (Inbasekar, Raghava Rao, & Fathima, 2021). The resultant 
finished leather, thus obtained, distinguishes itself as a natural material, 
drawing attention with its elegance and quality, which are a manifestation of 
the amalgamation of aesthetic and technical knowledge in every application.

Upon reaching a tannery, the primary processing steps applied to raw 
hides can be categorized into four main groups: i) pre-tanning, ii) tanning, 
iii) post-tanning, and iv) finishing processes (Buljan, Reich, & Ludvik, 1998), 
(European Commission, 2003).

Figure 1. Leather manufacturing schema (Dixit, Yadav, Dwivedi, & Das, 2015)
The raw hides processed in tanneries undergo a series of operations 

known as ‘pre-tanning processes’ in preparation for the tanning phase. 
These operations include soaking, softening, fleshing, hair removal, liming, 
splitting, deliming, bating, and degreasing to remove interfibrillar substances 
along with hair, wool, grease, and impurities. These steps are undertaken 
with the aim of preparing the hides for the tanning process by eliminating 
unwanted materials and are essential for the effective execution of subsequent 
stages in leather production.

Through these processes, the aim is to clean and purify the collagen 
network, which has a fibrous structure due to the removal of some components 
inherent in the natural structure of rawhide. This involves loosening and 
isolating the collagen fibres by making certain changes to its structure. If these 
processes are not carried out properly, they can impede both the intended 
purposes of the treatments and access to the desired characteristics sought to 
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be imparted to the leather.

After the pre-tanning processes, the leather is subjected to the most 
crucial stage in the leather production process, known as the ‘tanning process’.  
(Ahmed & Maraz, 2021). Tanning is the process of transforming raw hides 
and skins obtained from different animals into a sustainable and manageable 
material known as finished leather. In this process, reactions are induced under 
suitable conditions between the fibrous collagen protein structure of the hides 
and specific agents with tanning effects, resulting in the formation of new 
chemical bonds. Consequently, the leather is strengthened, its hydrothermal 
resistance and resistance to degradation caused by microorganisms are 
enhanced, and the potential for deterioration over time is prevented. In other 
words, tanned leather, unlike raw hides, undergoes minimal dimensional 
changes when dried or immersed in water, possesses a higher shrinkage 
temperature, and exhibits increased resistance against microbial activity.

Traditionally, the tanning process involves the ionic compatibility of the 
tanning agent with the leather, the penetration of the tanning agent into the 
leather, its homogeneous distribution, and binding in the final stage. In the 
contemporary world, more than 85-90% of the leathers produced are tanned 
with trivalent basic chromium sulfate due to its effectiveness in producing high-
quality leather  (Ahmed & Maraz, 2021)(Ražić, ve diğerleri, 2022). Chromium 
tanning is followed by vegetable tanning, which involves the use of tannins 
obtained from high-tannin content plants and plant parts, representing one of 
the oldest tanning methods. In addition to these, synthetic tannins (syntans), 
aldehydes, oils, various polymers, and other mineral tanning agents are also 
employed.

Tanned hides undergo ‘post-tanning processes’ to impart and 
enhance properties suitable for the final application. Essentially, this stage, 
comprising neutralization, lubrication, dyeing, and fixation processes, 
aims to align the leather’s strength, feel, softness, waterproofing, color, and 
similar characteristics with fashion requirements. Starting from soaking, 
the processes leading up to this stage primarily involve chemical treatments 
conducted in aqueous environments. However, mechanical processes such as 
fleshing, splitting, and shaving are also employed to both remove undesirable 
portions of the leather and adjust its thickness according to the final product.

The final stage of leather processing is referred to as the ‘finishing’ stage, 
also known as ‘dry finishing processes.’ This stage is also described as the 
‘make-up’ of the leather. The process involves initially drying the leather, 
mechanically preparing it into smooth layers, and subsequently applying 
coating processes that reflect the desired properties of the final product 
onto the leather surface. In this way, the finishing stage not only imparts a 
fashionable appearance to the leather but also addresses imperfections and 



 . 349International Research and Reviews in Engineering

flaws on the leather surface, corrects deficiencies from aging processes, and 
adds a protective transparent coating to the leather against external factors.

Environmental Impacts of the Leather Industry

Leather is a renewable industrial product obtained as a by-product/waste 
after the slaughter of animals such as cattle, sheep, pigs, goats, etc., used in the 
meat and dairy industries. The leather industry functions within a circular 
economy framework by transforming raw hides into finished leather products 
(Dixit et al., 2015; Jaegler, 2016; Joseph & Nithya, 2009). Consequently, leather 
can be fundamentally recognized as a unique sustainable material. 

For centuries, the leather industry has held an indispensable position 
among sectors due to its enduring charm, economic contribution, and versatile 
usability in producing a strong and valuable material. However, aspects of 
environmental pollution, such as solid and liquid waste as well as emissions 
of gases and odors, generated during the transformation of raw hide into 
leather, have become focal points highlighting the industry’s environmental 
challenges (Durai & Rajasimman, 2011) (Haroun & Ahmed, 2023). 

As mentioned in the introduction section, the key stages in leather 
processing include curing, soaking, liming, dehairing, detaining, deliming, 
bating, picking, degreasing, and tanning. Throughout these steps, various 
chemicals such as sodium sulphide, sodium bicarbonate, chromate, chloride, 
sodium sulphite, chromium sulphate, calcium salts, ammonium salts, acids, 
alkalis, fat, liquor, organic dyes, hydrogen peroxide, and formate are employed. 
The utilization of these chemicals releases potentially toxic substances 
such as organic chlorinated phenols (e.g., 3,5-dichlorophenol), inorganic 
pollutants like Cr(VI), and other hazardous compounds including sulphides, 
phenolic compounds, magnesium, sodium, potassium, azo-dyes, cadmium 
compounds, cobalt, copper, antimony, barium, lead, selenium, mercury, zinc, 
arsenic, PCB, nickel, formaldehyde resins, dyes, solvents, pesticide residues, 
and other mineral salts (Ros & Ganter, 1998), resulting in significant health 
risks and environmental challenges throughout all stages, thereby impacting 
entire ecosystems.

As a result of these, the leather industry faces pressure to optimize its 
processes and reduce environmental impacts in response to high demands 
for sustainability and ecological development. The transformation of 
raw hides into finished leather involves the use of various chemicals, 
including some considered hazardous such as chromium, which can lead to 
significant environmental effects. The leather industry contributes to serious 
environmental issues by generating substantial amounts of liquid and solid 
waste, posing a potential threat to biodiversity in receiving environments 
(Figure 2, 3 and 4).
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Figure 2. Mass balance in leather processing (Buljan et al.,1998)
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A mechanical operation ends the tanning phase. The leather is split and shaved to a desired 
and uniform thickness (Covington 2011). 
2.3. Post-tanning process operations 
In order to impart color, texture, brightness, and other physical characteristics, the wet-blue 
or wet-white is post-tanned. The tanned pelt is re-tanned with additional tanning substances 
(vegetable extracts, synthetic tannins, and resins). Then it is dyed and fatliquored to provide 
softness to the touch and tear resistance. Mechanical operations complete the process , which 
offers the final surface coating (Covington 2011; Dixit et al. 2015). 

3. Leather Industry: Environment Scenario 
The leather production uses high amounts of chemical agents and water and, therefore, is 
often associated with the production of greenhouse gases , high amounts of solid waste, and 
high organic loads in the wastewater (Dixit et al. 2015; Giaccherini et al. 2017). It is described 
that in one metric ton of rawhide tanned, only 20% is transformed into the leather (Figure 5) 
(Tahiri 2009). 

 
Figure 5: Distribution of leather wastes and wastewater loads (Tahiri 2009) 

Pre-tanning and tanning operations are responsible for 57% of water consumption in the 
industry (Kanagaraj et al. 2015), and near 90% of the tannery pollution (Dixit et al. 2015). The 
pollution load is mainly characterized by the presence of sulfides, chlorides, sulphates, 
chromium, high content of organic matter, and solids wastes (Dixit et al. 2015). Therefore, 
considering the preponderant role in this problematic, it wil l only be described as the 
environmental scenario for these stages of leather production. 
3.1. Pre-tanning process impact 
Prepare the skin for the tanning stage induces high discharges of untanned wastes, such as: 
hair debris, fleshing, and hide residues. For each metric ton of tanned hide, between 190 to 
380kg of waste are released to effluents (Tahiri 2009). According to Ramesh, Muralidharan, 
and Palanivel (2018), fleshings contribute to a one-third volume of the solid wastes, generated 
in the leather tanning process. Moreover, the presence of these solid wastes conduces to a 
sludge problem and blockage of waste collection systems (Covington 2011; Kanagaraj et al. 
2015). 
In addition to the untanned wastes, the pre-tanning process is also characterized by an 
alkaline medium with high saline and sulfide contents. The high saline content, resulting 
mainly from the preservation and soaking step, impacts the viability of the organisms in 
different ecosystems (Kanagaraj et al. 2015; Hülsen, Hsieh, and Batstone 2019). The 
deposition of highly salinized wastes in the soil disturbs the plant growth. Ion competitions, 
insufficient uptake of nutrients, and reduced water accessibility, by increased osmotic 
pressure, results from the toxic effect of sodium and chloride ions (Miransari 2017). 
Furthermore, biological treatments efficiency also decreases, with a loss of microbial activity 

Figure 3.  Waste profile of the leather production

 
Figure 3. Type of pollutants during the tanning process (UNEP 1994)
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In essence, the leather industry makes a significant contribution to the 
global economy, yet it is also associated with various environmental impacts. 
These impacts arise from the use of chemicals, water consumption, and waste 
generation during the leather tanning process. Studies have emphasized 
the environmental effects of the leather tanning industry, shedding light on 
challenges and the need for sustainable practices. Researches have focused 
on evaluating the conditions that govern chromium release during leather 
processing and highlighting potential environmental and health risks associated 
with chromium exposure (Hedberg et al., 2015). Efforts have been made to 
develop chrome-free tanning systems to address the environmental impact of 
chromium in leather tanning (Tang et al., 2015). Life cycle assessment studies 
have identified the tanning process as a primary contributor to environmental 
impact categories in leather production, emphasizing the need for cleaner 
production methods (Cui & Qiang, 2019). The current state of research on 
sustainability in the leather industry reveals a concentration of studies in 
developing countries, primarily focusing on economic and environmental 
sustainability issues. However, the area of social sustainability, as highlighted 
in the third pillar of sustainability, has received limited attention, with most 
research concentrated on health and occupational safety (Omoloso et al., 
2021). In response to growing customer demand for sustainable products, 
increasingly stringent regulations, and heightened user awareness of the 
environmental impact of their purchases, the leather industry is now faced 
with the pressing need to adopt more sustainable practices in tanneries. For 
instance, the United Nations’ 2030 Sustainable Development Goals, which 
aim to create an economically, socially, and environmentally sustainable 
system without compromising the needs of future generations, have not only 
embedded the concept of sustainability but also directed the leather industry 
to improve its environmental carbon footprint (United Nations, 2016).

In the leather industry, the term “carbon footprint” refers to determining 
the amount of carbon emissions generated during the production process 
and working towards their reduction (Nugraha, Suparno, & Indrasti, 2020). 
Conducting a Life Cycle Assessment of Leather and determining the amount 
of CO2 emitted during leather processing enable more accurate and controlled 
analyses to achieve a more sustainable leather production.

the leather tanning industry is associated with various environmental 
impacts, including the release of toxic compounds, water pollution, and 
chemical usage. The environmental concerns have prompted extensive research 
into sustainable and eco-friendly tanning methods, waste management 
strategies, and the development of alternative tanning agents. Addressing the 
environmental impact of leather tanning is crucial for promoting sustainable 
practices and minimizing the industry’s ecological footprint.
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Environmental Consciousness: Sustainable Practices in the Leather 
Industry

The leather industry has historically been associated with significant 
environmental impacts, including the release of hazardous chemicals, water 
consumption, and waste generation. However, there is a growing awareness 
of the need for sustainable practices in leather production to minimize 
environmental harm and promote eco-friendly processes. 

The environmental impact of the leather industry has been a subject of 
concern, particularly regarding the use of chromium in tanning processes. 
Chromium, particularly hexavalent chromium (Cr (VI)), is a toxic and 
carcinogenic compound, posing risks to both human health and the 
environment (Hansen et al., 2003). In response to these concerns, researchers 
have focused on developing chrome-free and chrome-less tanning systems to 
mitigate the environmental impact of chromium in leather tanning (Jiang et 
al., 2020). The development of eco-friendly chrome-free metal tanning agents 
has been identified as crucial for the sustainable development of the leather 
industry (Jiang et al., 2020).

Furthermore, Loffrano et al. (2008) have studied the characterization, 
fluxes, and toxicity of leather tanning bath chemicals to evaluate their 
environmental impact, emphasizing the need for optimal resource 
management within tanneries to achieve a sustainable industry for the future 
(Lofrano et al., 2008). Additionally, the reduction of water consumption in 
leather processing has been recognized as a critical aspect of sustainable 
leather production, with efforts to improve leather quality while minimizing 
water usage (Ferdous et al., 2023). The implementation of cleaner beam house 
processes and salt-free pickling and chrome-free tanning technologies has 
been explored as sustainable approaches for cleaner leather manufacturing, 
reflecting the industry’s commitment to reducing environmental impact (Liu 
et al., 2010; Mala et al., 2020).

The development of chrome-free tanning agents using renewable 
materials, such as biomass-derived compounds, has gained attention as a 
sustainable approach to leather tanning. The utilization of biomass materials 
in the leather industry offers a fundamental step towards sustainable and 
environmentally friendly tanning agents (Shen et al., 2023). Additionally, 
the use of natural plants as sources of substances for cleaner leather tanning 
technologies has been explored, aiming to minimize or prevent pollution 
caused by hazardous chemicals (Nalyanya et al., 2021) (Pons, Rius, Vintró, & 
Gallart, 2022).

The environmental impact of leather tanning extends to the generation 
of tannery effluent, which can contribute to water pollution and health risks. 
Studies have highlighted the environmental hazards associated with the 
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uncontrolled release of chrome in tannery effluent, emphasizing the need for 
effective waste management and treatment strategies (Fernández-Rodríguez 
et al., 2022).

In addition to addressing the environmental impact of tanning processes, 
the leather industry has focused on developing sustainable and eco-friendly 
tanning agents. The utilization of natural organic pigments with excellent 
tanning capabilities has been explored as a novel strategy for sustainable 
leather manufacturing, reflecting the industry’s commitment to eco-friendly 
practices (Ding et al., 2022). Furthermore, the development of a salt-free 
pickling and chrome-free tanning technology has been identified as a 
sustainable approach for cleaner leather manufacturing, aligning with the 
industry’s shift towards environmental consciousness (Liu et al., 2022).

The shift towards sustainable practices in the leather industry is also 
evident in the development of cleaner production methods for the synthesis 
of bactericides used in leather making, reflecting the industry’s commitment 
to minimizing environmental impact (Muthusubramanian & Mitra, 2006). 
Moreover, the reduction of chromium use in combined chromium-gambier 
tanning processes has been explored to minimize the environmental impact 
of chromium in leather production, highlighting the industry’s efforts to 
adopt sustainable and eco-friendly practices (Kasim et al., 2014).

The leather industry is undergoing a transformation towards 
environmental consciousness and sustainable practices. The adoption of 
chrome-free tanning agents, cleaner production methods, and the utilization 
of renewable materials reflects the industry’s commitment to minimizing 
environmental impact and promoting eco-friendly processes. The shift 
towards sustainable practices in the leather industry is essential for achieving 
a balance between economic viability and environmental responsibility.

Balancing Act: Sustainability and Lifecycle Assessment in Leather 
Tanning

The nexus between sustainability and life cycle assessment (LCA) is 
vital in the leather industry, particularly in leather tanning, where economic 
significance coexists with environmental challenges. To achieve sustainability 
and perform LCA in this sector is necessary to comprehend and tackle the 
environmental consequences of leather production. 

In the leather tanning industry, sustainability entails adopting 
environmentally-friendly practices, efficient resource utilization, and 
minimal environmental harm. LCA, on the other hand, is a holistic approach 
for evaluating the environmental impacts of a product or process throughout 
its entire lifecycle, from raw material extraction to end-of-life disposal. 
Integrating sustainability and LCA in the leather tanning sector is crucial 
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for pinpointing areas of environmental concern, implementing sustainable 
solutions, and guiding decision-making and policy development.

Several studies have highlighted the importance of conducting life cycle 
assessments to evaluate the environmental impacts of leather production 
processes. For example, a study by Pradeep et al. (2021) emphasized the benefits 
of a melamine-based polymeric crosslinker for cleaner leather production, 
which resulted in a reduction in chromium input and total dissolved solids 
generation. This demonstrates how life cycle assessment serves as a tool for 
identifying opportunities to improve sustainability in the leather industry.

The development of cleaner production methods and eco-friendly 
tanning agents is another area where the relationship between sustainability 
and life cycle assessment is evident. For instance, Xiao et al. (2023) discussed 
sustainable metal-free leather manufacture via the synergistic effects of 
a triazine derivative and vegetable tannins, highlighting the potential for 
achieving a more ecological and sustainable leather industry through life cycle 
assessment. Additionally, the use of glucose to improve the environmental 
aspects of the chrome tanning process, as discussed by (Puccini & Castiello, 
2014), demonstrates the integration of sustainability and life cycle assessment 
to achieve more environmentally sound tanning processes.

The relationship between sustainability and life cycle assessment in 
the leather tanning industry also extends to the development of catalysts 
and cleaner alternative products. Shen et al. (2023) discussed the one-step 
synthesis of starch-based composite chrome-free tanning agents via in situ 
catalysis using hydrotalcites, emphasizing the improved catalytic efficiency 
and the avoidance of pollution generation. Additionally, Cui & Qiang 
(2019) highlighted the pressure from importing countries to source finished 
leathers, prompting researchers to seek cleaner alternative products and 
relevant processing technologies, reflecting the industry’s commitment to 
sustainability guided by life cycle assessment.

Life cycle assessment also plays a crucial role in identifying areas of 
environmental concern and guiding policy formulation in the leather tanning 
industry. For example, Yang et al. (2021) conducted a life cycle assessment 
of processing for chrome-tanned cowhide upper leather, demonstrating 
the sensitivity of inventory data and the environmental impact of different 
tanning processes.

The interconnection between sustainability and life cycle assessment (LCA) 
within the leather tanning industry plays a pivotal role in comprehending and 
mitigating the environmental implications associated with leather production. 
Life cycle assessment emerges as a valuable instrument, facilitating the scrutiny 
of the environmental dynamics inherent in the processes of leather production. 
This approach aids in pinpointing areas necessitating enhancement, thus 
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steering the formulation of sustainable practices and policies. The integration 
of life cycle assessment into sustainability frameworks empowers the leather 
industry to actively pursue the diminution of its environmental impact, 
fostering the adoption of ecologically sound and sustainable methodologies.

Result 

The leather industry is a significant contributor to the global economy, 
but it also presents environmental challenges. To address these challenges, 
sustainability and life cycle assessment (LCA) are crucial in the leather industry. 
Sustainability involves adopting practices that minimize environmental harm, 
promote eco-friendly processes, and ensure efficient resource use. LCA is a 
comprehensive method for evaluating the environmental impacts of a product 
or process throughout its entire life cycle. The integration of sustainability and 
LCA in the leather industry is essential for identifying areas of environmental 
concern, implementing sustainable solutions, and guiding decision-making 
and policy formulation.

Several studies have emphasized the importance of conducting life cycle 
assessments to evaluate the environmental impacts of leather production 
processes. For example, LCA studies have been used to identify opportunities 
to improve sustainability in the leather industry, such as the development of 
cleaner production methods and eco-friendly tanning agents. Additionally, 
LCA plays a crucial role in identifying areas of environmental concern and 
guiding policy formulation in the leather tanning industry.

The relationship between sustainability and LCA in the leather industry 
also extends to the utilization of natural resources and bio-based materials, 
as well as the development of catalysts and cleaner alternative products. 
Furthermore, the integration of sustainability and LCA in the leather industry 
is essential for guiding decision-making and policy formulation, as well as for 
identifying areas of environmental concern and implementing sustainable 
solutions.

In conclusion, the relationship between sustainability and life cycle 
assessment in the leather industry is crucial for understanding and addressing 
the environmental impact of leather production. By integrating life cycle 
assessment into sustainability initiatives, the leather industry can work 
towards reducing its environmental footprint and promoting eco-friendly 
and sustainable practices.
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