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1. INTRODUCTION
The rate of meeting the primary energy supply with domestic 

production in Turkey was 26% in 2016. In other words, Turkey’s foreign 
dependency in energy is at the level of 74%. The foreign dependency 
ratio has increased significantly, especially since the beginning of the 
1990s, due to the great increase in natural gas consumption. The foreign 
dependency ratio has started to hover around 70% since the beginning of 
the 2000s. Nearly half of the electricity production in 2016 was met from 
natural gas and imported coal. The use of natural gas and coal, in addition 
to the problems it creates in terms of climate change, causes an economy 
dependent on neighboring countries. Therefore, in order to get rid of this 
dependence, it is necessary to turn to domestic and renewable energy 
sources. Although there has been an increase in the use of renewable 
energy sources in recent years, it is seen that the rate of use is still at 
a low level. It will be possible to contribute to the reduction of foreign 
dependency of the country’s economy by making more use of renewable 
energy sources in order to meet the energy needs (Eleventh Development 
Plan Energy Supply Security and Efficiency Specialization Commission 
Report, 2019).

According to the European Biogas Association, the top three 
countries in biogas production in EU countries are Germany, France and 
Switzerland, respectively. On the other hand, the world ranking is China, 
India and Nepal. The biomass waste potential in Turkey is estimated to 
be approximately 8.6 million tons of petroleum equivalent (MTEP). The 
amount of biogas that can be produced from biomass waste is considered 
to be 1.5-2 MTEP. Among the main sources of biomass, there are animal 
biomass sources, which are defined as the feces of animals such as cattle, 
sheep, chickens, slaughterhouse wastes and wastes generated during the 
processing of animal products. By using the biogas potential in Turkey, 
2.5-4.8% of Turkey’s primary energy need can be met. If the biogas 
potential in Turkey can be used, natural gas consumption can be reduced 
by 19.2-37%. If the electricity efficiency is accepted as 40% for biogas 
facilities, 6% to 12% of Turkey’s electrical energy can be obtained from 
biogas (Ministry of Energy and Natural Resources).

Waste heat can be used for industrial drying, cooling, heating, 
fermentation, balneological use, distillation and desalination processes, 
depending on the temperature values. Also, different combinations of 
these usage methods can be applied. There are many studies available in 
the literature about waste heat utilization in different perspectives. Oğulata 
(Oğulata, R. T., 2004) analyzed heat recovery systems using it for the 
drying process. The variation of fresh air mass, recuperator temperature, 
heater capacity and recuperator efficiency with dryer-inlet air temperature 
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has been demonstrated in detail. Tay et al. (Tay et. al.,1996) investigeted 
the vacuum desalination by using waste heat. A prototype study was 
conducted in the laboratory to explore the feasibility of using a vacuum 
desalination process using waste heat from the steam power cycle. It was 
demonstrated in experiments that water boils at 40-90°C at a corresponding 
vacuum pressure of 0.1-0.7 bar, respectively. El-Din (El-Din, 1999) 
analzed optimum utilization condutions of heat engines waste heat. The 
optimum heat transferred in the system and the optimum heat pump / heat 
engine operating ratio have been analyzed for heat pumps. Romero and 
Rodríguez-Martínez (Romero and Rodríguez-Martínez, 2008) showed the 
wasted heat based rational energy saving amount. The process of water 
purification from waste heat was described with a mathematical model. 
Optimal operating conditions were determined for different processes that 
generate waste heat at low temperatures and require water treatment.

On the other hand, there is limited research (Cohen et al.,2003; 
Maidment et al., 2006) in literature on utilization of power plant condenser 
waste heat. Limited application area is available for utilization of power 
plant condenser waste heat as a result of low temperatures (35-45 °C). One 
of economical and practical options are given as swimming pool heating, 
fish farm heating, greenhouse heating, fermentation and distillation units. 
Also, low temperature amounts can be upgraded to 60 °C by utilizing heat 
pump system. Then, this energy can be used for district heating systems. 

Biogas is one of the important renewable energy sources. The 
production of biogas can be achieved by using the countries’ own potential 
resources. Different methods, aerobic and anaerobic, are used for the 
production of biogas from industrial and agricultural wastes (Xinshan et 
al., 2005). Anaerobic biogas production process has the advantages of lower 
sludge production, low energy requirement and low initial investment cost 
for the operation compared to conventional aerobic processes (Kim et al., 
2006). The process of obtaining biogas using anaerobic digestion processes 
is a very good alternative among renewable energy sources (Bouallagui et 
al., 2003). Turkey has a very good potential for biogas production from 
agricultural and industrial wastes. However, there are difficulties in using 
these resources economically and fully (Ulusoy et al., 2009).

In this study, integration of fermentation system to power plant 
condenser unit for biogas and biogas based electricity is investigated. 
Also, overall system energy improvement is analyzed.

2. OVERVİEW OF CAN THERMAL POWER PLANT (CTPP) 
Can Thermal Power Plant is located in the province of Çanakkale, in 

the northwest of Turkey and has been in operation since 2005 for electricity 
generation. It is 12 km away from the Can town. Fluidized bed coal-fired 
burning system is utilized in the system. Energy input and produced 
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electricity equal to 410 and 160 MW, respectively. Produced electricity 
equals to 39% of total input energy. Waste heat from condenser amounts to 
195 MW (47% of total input energy) (Oktay, 2009). Energy flow diagram 
of CTPP is given in Fig. 1.

Fig. 1. Energy flow diagram of CTPP

2.1.Waste Heat Potential 
Waste heat is released from condenser and chimney in power plants. 

There is two main parts in power plants for waste heat recovery potential. 
Waste heat recovery potential for two components is explained below.

2.1.1. Waste Heat from Condenser Unit 
Condenser units are utilized in system for condensing steam. 

Generally, released energy to atmosphere during the condensation process 
is higher than produced electricity in power plants. High amount of energy 
is released or absorbed during condensation and evaporation. In CTPP, 195 
MW waste heat is rejected to atmosphere with 1.7 °C water temperature 
difference.  Steam leaves the low pressure turbine at 43.4 °C and 0.915 
quality. Then, it enters the condenser unit under the vacuum pressure 
at 8.5 kPa. Condensed water leaves from the condenser unit at 42.7 °C. 
Released energy equals to 122% of produced electricity.

2.1.2. Waste Heat from Stack Gas 
It is known that stack gas temperature is naturally higher than 

condenser unit. But released energy from chimney is generally lower than 
condenser unit. The energy released from chimney is about 17% of the 
energy released from condenser unit in CTPP. There are some limitations 
for decreasing the stack gas temperature leaving from chimney. First 
limitation is stack draught. Temperature difference between outdoor and 
stack gas generates stack draught. If stack gas temperature is reduced, 
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additional fan units should be constructed to supply enough stack draught. 
Additional fan units generate incremental cost for both electricity 
consumption and investment cost. Second limitation is the condensation 
of corrosive gas like H2S in the chimney. Condensation of corrosive gas 
in the chimney causes corrosion, which is a very undesirable situation. 
So, stack gas temperature is generally higher than 100 °C for coal-fired 
power plants. New chimney should be constructed before the stack gas 
temperature decreases. Additional chimney will generate incremental 
cost, too.

3. THERMODYNAMIC ANALYSIS
The balance equations are stated for mass and energy for both steady-

state and steady-flow systems and then applied to the GDHS. In this 
regard, the mass balance equation for the overall geothermal system can 
be written as follows:

     (1)

The energy efficiency of the system is given as:

       (2)

where,  denotes the total electricity production.  is the energy input 
for overall system.

 CTPPBiogasTot WWW  +=.      (3)
 where,  indicates biogas based electricty. 

4. INTEGRATION OF BIOGAS BASED ELECTRICITY SYS-
TEM to CTPP
Biogas based electricity system is designed to be integrated in CTPP condenser 

unit. Waste heat recovery can be supplied from system condenser unit at 40 
°C. 195 MW thermal energy can be transferred to fresh water in transmission 

network. Determination of fresh water input and output temperature to 
condenser unit is the most important point in system design. If temperature 

difference increases, required circulating mass flow rate decreases. Circulating 
mass flow rate directly affects both the required electrical energy for pumping 
fluid and system design dimensions. To decrease the required electrical energy 

and system design dimensions, leaving and achieving fluid temperature should be 
higher. For different operating conditions, required electricity is calculated and 

given in Fig. 2. 
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Fig. 2 Circulation mass flow rate and required pumping energy for different fresh 
water input and output temperature to condenser unit

Fig. 3. Schematically demonstration of additional system

The components of the biogas power generation system are, 
respectively, the biogas reactor, the blower, the water separator unit, the 
H2S and CO2 removal column, the biogas and air compressor, and the 
micro-turbines. After the biogas is produced in the reactor, it is sent to 
the blower and water separator unit. Before the biogas is transferred to the 
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micro turbine, H2S and CO2 are sent to the reduction column. The biogas 
from the separator unit is then transferred to the micro turbines.  After 
reduction of H2S and CO2, it is transported to the micro turbine to produce 
electricity. Schematically, demonstration of biogas based electricity 
system is given in Figure 3. Coskun et al. (Coskun et al., 2011) performed 
the energy analyses of hydrogen production with biogas-based electricity. 
Reference biogas reactor for calculation is taken from Ref. (Coskun et al., 
2011) and its volume is accepted as 19600 m3. The wall components of the 
reactor are presented in Table 1.

Fig. 4. Outdoor temperature distribution for region

The outdoor temperature distribution was calculated using the 
technique given in Ref. The outdoor temperature distribution of the region 
is presented in Figure 4. The reactor temperature is kept from 36 ºC in 
winter to 38 ºC in summer. The design temperature value for the region 
was accepted as -2.5 °C. Design heat lose is calculated as 636 kW for a 
sample biogas reactor and given in Table 1.

Table 1. Some properties for biogas reactor and design heating requirement for 
35 °C base temperature 

Reactor 
surface 
contact

Element 
type Area U UA Design 

temperature
Design 
heat lose

(m2) (W/m2 °C) (kW/°C) (°C) (kW)

Air contact 15 cm 
concrete 3534 3.58 12.65 -2.5 474.4

Ground 
contact

15 cm 
concrete 1963 3.58 7.03 12 161.7

Total 636.1
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5. BIOGAS PRODUCTION POTENTIAL IN ÇANAKKALE
The biogas sector is the sector that produces electricity from methane 

gas, which is produced by fermenting animal and organic wastes in general, 
compost fertilizer and methane gas. This sector is also an important 
symbiosis facility, and it is a sector that transforms the wastes of food and 
livestock enterprises into products in an environmentally friendly manner. 
Biogas production efficiency and methane ratios from animal wastes are 
given in Table 2 (Ministry of Energy and Natural Resources). In Turkey, the 
most important and sustainable input in electricity generation from biogas 
is animal waste. 1 m³ of biogas; It is equivalent to 0.62 liters of kerosene, 
1.46 kg of charcoal, 3.47 kg of wood, 0.43 kg of butane gas and 4.70 kWh of 
electrical energy. In Çanakkale province, especially the existence of cattle 
is increasing rapidly. For Çanakkale, the farms are willing to give the 
wastes to the facilities for biogas production, but they want the dry manure 
produced after fermentation to be transported back to the farmers. Both 
small and large farms in the Çanakkale region are willing to collect waste 
on a weekly basis. In recent years, many biogas power plants have been put 
into operation in Turkey due to the increasing investments in livestock and 
the recovery of their wastes. There is a biogas based electricity facility in 
Çanakkale. The supports provided to the livestock sector, new large-scale 
livestock investments, the disposal of wastes generated in these facilities, 
the wastes of some food production facilities have made the raw material 
supply easily accessible in the sector. According to Çanakkale agricultural 
and livestock sectors investment guide, the number of cattle in livestock of 
Çanakkale is 216,833 (Table 3).  

Table 2. Biogas production efficiency and methane ratios from animal wastes

Biogas Efficiency
(liter/kg)

Methane Ratio
(% of volume)

Cattle Manure 90-310 65

Poultry Manure 310-620 60

Pig Manure 340-550 65-70

Table 3. Number of cattle and ovine in livestock of Çanakkale

Type Number

Sheep (Native) 465.834

Sheep (Merino) 23.609

Hair Goat 226.106

Ovine TOTAL 715.876
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Beef (Pure Culture) 182.160

Cattle (Cultural Cross) 19.544

Beef (Domestic) 14.601

Mandate 528

Cattle TOTAL 216.833

One of the important inputs of the sector is the intensive consumption 
of clean water for cooling and cleaning purposes. The biogas industry has 
two important problems. The first is that it is difficult to obtain technical 
staff who will work at the facility and have sufficient experience in 
biogas production. The second is that the plant equipment is imported. 
This situation brings with it maintenance, warranty, operation and repair 
problems. Here, the risk factor is the increase in the exchange rate and the 
fluctuation in the exchange rates, which have a significant impact on the 
feasibility studies of the investors.

The supports given to the Biogas Sector in Turkey can be grouped 
under three headings: a) Selling the generated electricity to the grid 
with a certain price guarantee, b) If the electricity produced is produced 
with renewable energy equipment, a certain price increase is given to 
the purchased electricity, c) In the sale of the electricity produced, if the 
machinery and equipment are domestic production, additional supports 
are given in kWh. The most important actor in the biogas sector in Turkey 
is the Energy Market Regulatory Authority. Operating under the Ministry 
of Energy and Natural Resources, the General Directorate of Renewable 
Energy operates as an authorized and regulatory agency. 

6. RESULTS AND DİSCUSSİON
Walla and Schneeberger (Walla and Schneeberger, 2008) investigated 

the optimal size for biogas plants. They found the long-run average cost 
curve (per kWh) for biogas and electricity production in agricultural biogas 
plants (transport costs are not included) and given in Eq. (4).

        (4)

where, c is cost in cents per kWh (not included transport). m is electri-
city production in kWh. Biogas and electricity production potential is cal-
culated for 216,883 cattle manure and given in Table 2. 40 MW of potential 
biogas based electricity production is available. Total 17 micro turbines 
(2.425 MW*16+1 MW*1) are chosen by using data from Ref. (Walla and 
Schneeberger, 2008). Electricity production efficiency is 40.6% for 1001–
2425 CHP system. Total cost of 40 MW biogas power plant is determined 
by using Eq.(1) and about 56 Millions € (excluding transportation cost).
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Table 2. Average electricity production potential for Canakkale from cattle 
manure based biogas 

Number of animals in livestock - 216883

Average biogas production potential (m3/sec) 3.343

CH4 rate in produced biogas (%) 65

Electricity production efficiency (%) 40.6

Average electricity production potential MW 41.9

Number of micro turbines - 17 (2.425 MWx16+1 MWx1)

Overall energy efficiency of electricity production can be increased 
by 7.32% and achieved up to 46.34% for CTPP. Economical feasibility and 
optimal size of biogas power plant should be investigated for such kind of 
applications. Transportation cost of cattle manure is a very important pa-
rameter for this investigation. Also, this parameter should be considered. 

This analysis will be a very good example to recover the released 
high amount of waste heat with low temperature for many power plants. 
Motivation of authorities about huge size biogas based electricity 
production can be increased by designing such kind of applications.

7. CONCLUSIONS
In this paper, biogas reactor heating system using power plant waste 

heat as a heat source is conducted in the first time in literature. The fea-
sibility of utilization of biogas for electricity and increase in efficiency of 
overall system electricity production are investigated. Can power plant in 
Çanakkale, Turkey is chosen for the investigation in this case study. Can 
power plant releases 195 MW thermal energy to air in condenser unit with 
relatively low temperature (43°C). Given temperature range is ideal for 
mesophilic bacteria growth in digestion process during the biogas pro-
duction process. 39.8 MW biogas based electricity production potential 
is available for Can power plant condenser waste heat. Overall electricity 
production energy efficiency can be increased by 9.7%. This analysis will 
provide a very good example to recover the released high amount of waste 
heat with low temperature for many power plants. Motivation of authori-
ties on huge capacity biogas based electricity production can be increased 
by designing such kind of applications

In Turkey, 70-80% of power plants are financed by foreign loans for 
investment cost.  It is very difficult to make any change in the system before 
the repayment of loans. Subsequently, all costs and project changes in the 
construction of waste heat recovery system. Therefore, it is very difficult 
to supply heat from power plant condenser unit for running power plant. It 
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is also very difficult to stop system for any change in practice. So, waste 
heat supplied system can be applicable for new constructed power plants.   
Authorities should consider how to use waste heat in tender conditions. 
The entire power plant project should contain waste heat recovery systems. 
Authorities should be conditioned to, at least, 5% of condenser waste heat 
for suitable applications such as biogas reactor or greenhouse heating for 
new installed power plants. Best practical applications can be different 
from region to region. But suitable application areas can be found.
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1. INTRODUCTION

The design of smart greenhouse system has been a subject of interest 
for several years, which is attributed to the scalability drive of agriculture 
to meet demands [1]. Current greenhouse techniques require high 
workmanship in monitoring and control that consume a lot of manhours 
and require competitive skills. These factors add several challenges to 
scalable agriculture such as costs and lack of enough human skills that 
can identify and control issues in crops [2]. Due to the development in 
electronics technology, it became possible to replace these skills with 
automized systems to identify issues and allow the control of affecting 
conditions [3]. Furthermore, the current technologies in agriculture allow 
farmers to automate several recurring activities, including pesticide 
spraying, supporting soil with fertilizer, weeding unwanted growth, and 
plant irrigation [4]. These systems are mainly based on a pre-scheduled 
program and are more action oriented rather than comprehensive systems 
that can provide reliable data feedback. Additionally, the current research 
trend is developing and implementing a full diagnosis and control system 
that can identify issues within greenhouses and allow their owners to take 
decisions accordingly, despite the view of it being a very unrealistic based 
on the current achievements in research and practice [5].

Image processing is a rapidly developing technique that allows the 
identification of non-conforming samples and assigning a specific value to 
each condition based on machine learning methods. Agriculture has high 
potential to benefit from this technology as crops are highly identifiable 
by their appearance, which makes image sensory and processing a key 
solution that can replace or support skills in the greenhouse [6]. Moreover, 
greenhouses are used to provide controlled conditions to the crops based 
on needs and for growing them in severe outdoor conditions. The currently 
used techniques are conventional systems that require manpower presence 
in the facility. The availability of suitable sensory technology and action 
tools allow the control of these conditions remotely through a mobile 
application. Therefore, such a solution allows to sensor and controls the 
conditions within the greenhouse, or multiple greenhouses, instantly 
without the need for physical human presence [7].

Designs and simulations for greenhouse system is significant research 
subject due to critical need of systems that can bridge the gaps in manpower 
and scalability. Therefore, monitoring and control system are necessary to 
achieve agricultural production goals and cost control. Image processing 
is a rapidly developing technique that allows the identification of non-
conforming samples and assigning a specific value to each condition based 
on machine learning methods. Moreover, Control system depending on 
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microcontrollers, sensors, and intervention tools were found effective in 
the greenhouse context. The aim of the current research is to design a 
monitoring system for the conditions of plantations in greenhouses using 
image processing techniques and allow for controlled conditions based on 
automation, as well as human judgement, through a controlling system 
with sensory techniques adjusted using an android phone application. A 
monitoring system was designed through using image processing and 
CNN machine learning techniques. The system was developed through the 
use of Raspberry Pi 4 Model B as a microprocessor, a Raspberry Camera 
rev 1.0, and a machine learning code. The outcomes of image processing 
were judged on a binary system of 1 = wanted and 0 = unwanted for 
image classification. The accuracy of the system was tested through three 
arrangements: 60% training/ 40% testing with an accuracy of 96.32%, 
70% training/ 30% testing with an accuracy of 98.43%, and 80% training/ 
20% testing with an accuracy of 99.14%. The greenhouse setting was put 
to test and the system was able to correctly identify all samples according 
to their true classification. A comparison with the literature showed that 
the designed system is superior based on the complexity of criteria through 
an RGB classification. The control system was designed to monitor vital 
greenhouse parameters: temperature and humidity, rain, and soil moisture. 
An Arduino UNO microcontroller was used to control the system. Control 
components included ventilation fans, infrared lamp, water pump, side 
and top louvers, and spectrum LED light. A mobile application was 
designed as a user interface to monitor changes in the environment, in 
addition to functions of system components in response to changes in the 
vital greenhouse parameters. A simulation of the setup was performed 
through forced testing modes: increase in temperature (mode 1), decrease 
in temperature (mode 2), decrease in soil moisture level (mode 3), decrease 
in humidity level (mode 4). The efficiency of the system is proven through 
the testing modes and the comparison to similar systems in the literature 
showed the extensivity and dependability of the designed control system.

2. RESEARCH AIM AND OBJECTIVES

The main aim of the research is to design a monitoring system for 
the conditions of plantations in greenhouses using image processing 
techniques and allow for controlled conditions based on automation, as 
well as human judgement, through a controlling system with sensory 
techniques adjusted using an android phone application. The achievement 
of the targeted systems requires the fulfilment of the following objectives:

• Understand the needs of automated greenhouse systems and the 
critical criteria that need to be addressed in functional electronics design.
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• Design a diagnostic monitoring system that provides an educated 
judgment of plant conditions based on database information collected 
from the field and image processing techniques.

• Design a diagnostic and interventive controlling system that 
provides greenhouse conditions to the user, including heating and humidity, 
which are critical for plant growth and development. Information is fed 
to the system through sensory techniques into an interactive android 
application, where the user can adjust these conditions accordingly.

• Demonstrate the functions of the systems through an actual 
greenhouse set up, where the two systems function to achieve their design 
intents.

• Investigate the potential benefits of the systems and compare them 
to similar systems suggested in the literature to comprehend opportunities 
and limitations.

3. SCOPE, METHODS AND RESEARCH SIGNIFICANCE

The designed systems use different techniques according to the 
capabilities and needs of the intended functions. The monitoring system 
use image processing techniques with a reasonable database for daisy 
flowers. The system uses Raspberry Pi as a microcontroller for the system 
and provides feedback on plant conditions according to implemented 
algorithms. The controlling system uses sensory techniques for temperature 
and humidity conditions that is fed to an android mobile application, 
where the user can interact with these conditions by increasing them or 
decreasing them using an infrared light and a water tank. The system is 
operated using an Arduino microcontroller. 

The designs targeted by the current research allows for alarming 
farmers of their plant conditions, monitoring greenhouse environment, 
and adjusting this environment to enhance plant conditions. Furthermore, 
these systems allow the remote interaction with these systems through 
a mobile application, which facilitates the scalability factor that forms 
a challenge in agriculture. This means that instead of designating a 
technician to each greenhouse, a single technician can monitor those 
systems and assign the necessary actions, which reduces costs, efficiency, 
and productivity in greenhouses. The image processing technique used 
in the monitoring system has been identified as a modern and promising 
research field by several journals [8-9], while research shows that such 
systems can be highly efficient in terms of performance and quality. The 
targeted monitoring system in the current research aims to exceed the 96% 
accuracy threshold that had been demonstrated in most previous research 
of agricultural grading systems [10]. Additionally, the controlling system 
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added in this research allows for remote interaction that solves another 
issue in agriculture in regards with costs and scalability. The designs that 
are presented in this research form a key stepping point into technology 
implementation for wider range of plants and crops that are placed 
greenhouses.

4. SYSTEM DESIGN

The designed system is formed by two main modules: the monitoring 
system using image processing technique, and the control system for vital 
environment control through sensor techniques. The following sections 
discuss the design of each module in terms of their components, integration, 
mechanisms, and expected outcomes.

4.1. Monitoring system

The system for monitoring is an image processing assembly that is formed 
by the image acquisition components and the machine learning algorithm that 
performs judgements based on database patterns. The hardware of the system 
contains two main components, as shown in Figure 1: a microprocessor: 
Raspberry Pi 4 Model B, a camera (Raspberry Camera Rev 1.0), and power 
supply through the USB port. The Raspberry camera is connected to the 
CSI port in order to feed the Raspberry Pi 4 Model B microprocessor with 
images from the greenhouse simulator. The camera has a still resolution 
of 5 Megapixels and have video modes reaching up to 1080p30. Sensor on 
the camera is OmniVision OV5647 and images have a pixel size of 1.4 x 1.4 
microns. The camera supports different picture formats, including RGB888, 
YUV420, PNG, BMP, and JPEG. Several features are added to the camera, 
such as OpenCV integration, motion detection, DRC and HDR customizations, 
and user-definability image effect. It has obvious compatibility with Raspberry 
microprocessors and all camera tuning aspects can be altered, which provides 
high flexibility in image processing applications. 

Figure 1. Monitoring system schematic setup.

A machine learning algorithm is designed to identify the compliance 
of plant samples based on their color compatibility. Coding is performed 
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on Python3 and the code with the used algorithm is provided in appendix 
A. A database of 607 samples was used to train and test the database with 
a CNN technique using the following steps:

• Creation of convolutional filter through feature maps with 
equation (1):

( * ) ( ) ( )
def

f g f g t dτ τ τ
∞

−∞
= −∫                                                              (1)

• Add Rectified Linear Unit layer (ReLU) with the function shown 
in equation (2):

{0 0
0( ) for x

x for xxφ <
≥=                                                                          (2)

• Use max pooling to create pooled feature maps

• Creation of flattened layer

• Merge to create connection

• Output layer and class recognition

• Use Sigmoid function (3):

1( )
1 xS x

e−=
+

                                                                               (3)

• Distances from true values are measured using crossed-entropy 
function shown in equation (4):

( , ) ( ) log ( )
x

H p q p x q x= −∑                                                                                (4)

The algorithm and results on the accuracy of fault detection was 
calculated. The code is tested for image processing from the greenhouse 
environment, which filters database pictures for unusable images. Finalized 
images are divided through the algorithm into smaller sections for pattern 
comparison with the training set. Through this process, the code was able 
incompatibilities in other characteristics, besides color, such as shapes, 
angles, and orientations in order to help the machine learning algorithm 
identify unconformities. Each pixel is then assigned to a number (either 1 
or 0). 
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4.2. Control system

An Arduino UNO microcontroller is used as the heart of an agricultural 
control system, which is designed to control the environment within the 
greenhouse through vital indicators and intervention measures, as shown 
in the schematic in Figure 2. Three sensor types are used for the system: 
temperature and humidity sensor (DHT11), rain sensor, and soil moisture 
sensor. Based on the sensor types that are used in the design, it is evident 
that the main controlled parameters are temperature, humidity, and soil 
moisture. Lighting is also controlled by the system through simulating 
daylight. Subsequently, these parameters are controlled using:

• Louvers that open to the side and at the top of the greenhouse 
for ventilation, reduction of temperature, when needed, connected to the 
system with a servo motor.

• Infrared lamp to heat air within greenhouse if temperature drops 
below the minimum limit.

• Fans that circulate air and their speed is controlled through an 
L298N (U1) controller, which supplies the fans with power according to 
the needed speed.

• A Spectrum led that generates UV lights with 220-volt power to 
simulate sunlight. Since the greenhouse is not exposed to sunlight, the 
microcontroller is programmed to provide a steady rate of UV rays for 
certain hours per day.

• A water pump with a reservoir to supply soil with water as needed 
by the system.

Figure 2. Schematic diagram of the designed greenhouse control system.
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The control of the system is performed through an Arduino UNO code 
provided in Appendix B. The code provides the control of all sensor and 
intervention components connected to the microcontroller. Feedback is 
sent by the microcontroller to an android application, as shown in Figure 3. 
The modes of control are implemented into the code; however, the mobile 
application allows the operator to monitor the conditions of the greenhouse 
and overwrite changes as judged suitable. The final greenhouse setup is 
presented in Figure 4.

Figure 3. Interface screen of greenhouse control system.

Figure 4. Greenhouse simulation setup.



 .23Academic Research & Reviews in Engineering

5. RESULTS

5.1. Accuracy and Precision of Monitoring System

A total of 772daisy flower samples were used, where the set was 
divided into three train-test splits: 60-40, 70-30, and 80-20. The maximum 
epoch number was set to 5 and the model accuracy reached for the three 
splits were 96.32%, 98.43%, and 99.14%, respectively (Figure 5). The 
model losses were recorded at epoch 5 for the three models as 0.153, 0.072, 
and 0.056, respectively. 

Figure 5. Machine learning model accuracy for daisy flowers.

Figure 6. Machine learning model loss for daisy flowers.
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5.2. Performance of Control System

The control system functionality and performance were tested through 
four modes of change forced through manually manipulating the values of 
the indicators on the mobile application. The control system has a manual 
and automatic modes, where in the latter values were fixed, as shown in 
Table 1. The four testing modes are:

• Mode 1: increasing the temperature in the greenhouse to 30°C. 
The system responded to user order after switching it to manual mode and 
the infrared lamp heated the closed greenhouse to the set temperature.

• Mode 2: decreasing the temperature in the greenhouse after 
switching off the control system by using a block of ice and leaving the 
environment to cool to 18°C. 

• Mode 3: Drying the soil using a hair dryer after switching off the 
system to reduce the soil moisture level to below 20%.

• Mode 4: Drying greenhouse environment with hot airflow from 
hair dryer while system is off until humidity is below 20%.

Table 1. Set of parameter values built in the control system for the greenhouse

Parameter Set range
Temperature 22 – 22.5 °C
Humidity 60% - 80%
Soil moisture 85% to 100%

After applying testing mode 1, the temperature inside the greenhouse 
was recorded as 30.2 °C. The control system was returned back to the 
automatic mode and started, where the fans started operating and side 
ventilation louvers were open. The system response was recorded 6 
seconds after the change to the automatic mode. As shown in Figure 7, 
the temperature in the greenhouse set up started decreasing in response to 
testing mode 1 and achieved in the range in 83 seconds.
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Figure 7. Temperature adjustment by control system in response to testing mode 1

After applying testing mode 2, the temperature inside the greenhouse 
was recorded as 18.1 °C. The ice block was kept in the greenhouse and 
the control system was returned back to the automatic mode and started, 
where the louvers were completely closed, and the infrared lamp started 
working. The system response was recorded 2 seconds after the change 
to the automatic mode. As shown in Figure 8, the temperature in the 
greenhouse set up started increasing in response to testing mode 2 and 
achieved in the range in 57 seconds.

Figure 8. Temperature adjustment by control system in response to testing mode 2
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After applying testing mode 3, the soil moisture level was reduced to 
19.4% while the control system was set to manual mode. The automatic 
mode was switched on, where the water pump started working to adjust 
moisture level after 5 seconds. As shown in Figure 9, water started flowing 
into the planters in the greenhouse, which increased the soil moisture level 
to the 85% minimum and continued increasing after 30 seconds. 

Figure 9. Soil moisture adjustment by control system as a response to testing 
mode 3

After applying testing mode 4, the humidity inside the greenhouse 
was reduced to 18.3% while the control system was set to manual mode/ 
switched off. The automatic mode was switched on, where the water 
pump started working to remoisturize the soil planters and infrared lamp 
worked to increase temperature to simulate more water evaporation. The 
system responded to the initial humidity reduction in 7 seconds after it 
was switched on. As shown in Figure 10, water started flowing into the 
planters in the greenhouse and the increased heat assisted evaporation, 
which increased humidity level to the 60% minimum threshold after 326 
seconds and continued increasing up to 65%, when system switched to 
adjust other parameters. 
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Figure 10. Humidity adjustment by control system as a response to testing mode 
4

6. DISCUSSION

The current research designed and implemented a monitoring system 
and a control system for greenhouse agriculture with the coordination of 
several complex components. The monitoring system used a Raspberry Pi 
4 Model B microprocessor to empower a machine learning algorithm. The 
accuracy of the system was calculated as 96.32% with a 60% training set, 
98.43% with a 70% training set, and 99.14% with a 80% training set. The 
system was able to identify all samples presented within the greenhouse, 
which demonstrates the potential of the created solution. The implemented 
solution identified the healthiness of the plant sample through analyzing 
pictures acquired through a camera and provided a binary result of the 
qualification or disqualification of the plant sample based on its appearance. 
The accuracy rate obtained in both cases exceed the 96% achieved by Pixia 
and Xiangdong[11] in detecting disease pigmentations in cucumber grown 
in a greenhouse simulation. Zhou et al.[12] developed a similar system to 
the one implemented in the current research for the detection of ripening 
of three species of strawberry. The accuracy measure used the same 
methods through a training and testing sets, where the highest accuracy 
was calculated as 89.6%. Table 5.1 shows a comparison of accuracy rates 
between the monitoring system in the current research and similar systems 
in the literature.
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Table 5. 1. Comparison of accuracy for image processing and machine learning 
studies

Study Technique Best Accuracy
Current Monitoring System CNN Technique 99.14%
Pixia and Xiangdong [11] Supervised learning 96%
Zhou et al. [12] Unsupervised learning 89.6%

The accuracy of a monitoring system dependent on anmachine learning 
technique is dependent mainly on two factors: the size of the training set and 
the complexity of the criteria that are identified through the system. Zhang 
and Xu [13] tested an unsupervised algorithm similar to the one implemented 
in the current research in enhancing analysis techniques based on an image 
database. The system was tested on tomato and used ten picture images to 
analyze the image. The best accuracy value of 94.09% was achieved on one 
of the images using the machine learning technique. An accuracy reaching 
to 98.24% was achieved using the same technique on the increase of the 
size of the training set. Similarly, Xu et al. [14] claimed the achievement of 
a high accuracy using the same technique that exceeded the achieved 97.4% 
in the current research. Nonetheless, the authors of the research designed 
their system to recognize the existence of the crop in a certain position. 
Thus, the intent of their design was to locate the plant rather than analyze its 
characteristics. The monitoring system implemented in the current research 
demonstrated higher complexity through analyzing the RGB patterns on 
the acquired plant images from the greenhouse, which is considered a more 
complex task to be fulfilled through CNN machine learning techniques. 
Therefore, the accuracy level that was achieved by the system can be deemed 
high in comparison with similar systems and it exceeds the accuracy levels 
of systems with the same level of complexity.

The control system presented in the current research expanded this 
approach to a user interface and interventive control system that is able to 
adjust greenhouse environmental parameters based on ideal set of values. 
The efficiency of the system was tested through forced testing modes in 
order to understand the system’s response to extreme change conditions. 
Wudneh and Vanitha [15] developed a monitoring system with the use of 
Raspberry Pi 3 as a microcontroller. The system had an architecture that 
included a monitoring camera, soil humidity sensor, and a DHT11 sensor. 
The study included graphs of temperature changes and soil moisture 
changes over a twenty-minute period. The picture acquisition through 
the camera did not serve a real function other than providing pictures to 
the system to save. It is evident that the system was solely designed for 
monitoring purposes, which makes the control system developed in this 
research more superior.Lakhiar et al. [16] presented an architecture of a 
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control system that implements IoT for the control irrigation, humidity, 
temperature, and carbon dioxide levels. The research developed a similar 
design to the control system presented in the current research. However, 
the system was not implemented nor tested for performance. Additionally, 
the proposed architecture did not indicate an automated mode but only a 
manual control using a mobile application. A similar system was designed 
by Osama et al. [17], where the system demonstration used LED lights to 
simulate growth for tomatoes in a greenhouse. Other sensors were added 
to the system for temperature, humidity, and soil pH level. However, 
these systems were for monitoring purposes without any intervention 
frameworks like the one imposed for LED lights. The system was also 
dependent on user controls without automation.

7. CONCLUSION

The problem addressed in the current research is the development of a 
smart greenhouse monitoring and control systems that enable agricultural 
applications for image classification using processing techniques, as well 
as monitor vital parameters within the greenhouse environment with an 
automated mode with the ability for user intervention. The current systems 
presented in the literature lack the ability to develop such systems with 
adequate application that can be used in greenhouse settings. Therefore, the 
current study aimed for designing a monitoring system for the conditions of 
plantations in greenhouses using image processing techniques and allowing 
for controlled conditions based on human judgement through a controlling 
system with sensory techniques adjusted using an android phone application. 

The designs targeted by the current research allows for alarming farmers 
of their plant conditions, monitoring greenhouse environment, and adjusting 
this environment to enhance plant conditions. Furthermore, these systems 
allow the remote interaction with these systems through a mobile application, 
which facilitates the scalability factor that forms a challenge in agriculture. 
This means that instead of designating a technician to each greenhouse, a 
single technician can monitor those systems and assign the necessary actions, 
which reduces costs, efficiency, and productivity in greenhouses.

A monitoring system was designed through using image processing 
and machine learning techniques. The system was developed through the 
use of Raspberry Pi 4 Model B as a microprocessor, a Raspberry Camera 
rev 1.0, and a machine learning code. The outcomes of image processing 
were judged on a binary system of 1 = wanted and 0 = unwanted for 
image classification. The accuracy of the system was tested through two 
arrangements: 60% training/ 40% testing with an accuracy of 96.32%,70% 
training/ 30% testing with an accuracy of 98.43%, and 80% training/ 30% 
testing with an accuracy of 99.14%. The greenhouse setting was put to 
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test and the system was able to correctly identify all samples according to 
their true classification. A comparison with the literature showed that the 
designed system is superior based on the complexity of criteria through an 
RGB classification.

The control system was designed to monitor vital greenhouse 
parameters: temperature and humidity, rain, and soil moisture. An Arduino 
UNO microcontroller was used to control the system. Control components 
included ventilation fans, infrared lamp, water pump, side and top louvers, 
and spectrum LED light. A mobile application was designed as a user 
interface to monitor changes in the environment, in addition to functions 
of system components in response to changes in the vital greenhouse 
parameters. A simulation of the setup was performed through forced testing 
modes: increase in temperature (mode 1), decrease in temperature (mode 
2), decrease in soil moisture level (mode 3), decrease in humidity (mode 4). 
Response to mode 1 decreased temperature in greenhouse from 30.2 °C to 
the allowable range of 22 – 22.5 °C in 83 seconds through activating the fans 
and opening the side louvers. System responded to the change in 6 seconds. 
Response to mode 2 increased temperature in greenhouse from 18.1 °C to 
the same allowable range in 57 seconds through the activation of the LED 
lamp. System was activated in 2 seconds. Response to mode 3 increased 
soil moisture level from 19.4% to the allowable range of 85% to 100% in 30 
seconds. System was activated in 5 seconds. The efficiency of the system 
is proven through the testing modes and the comparison to similar systems 
in the literature showed the extensivity and dependability of the designed 
control system. Response to mode 4 increased humidity from 18.3% to 60% 
in 326 seconds, while system was activated in 7 seconds.

The current systems can be altered to test its efficiency with different 
types of crops and plants. Changes in the machine learning code seem 
to be necessary in order to adjust the system to changes in attributes. 
The accuracy and precision of the system can be obtained and compared 
with the results of the research.Moreover, the current designed systems 
can be enhanced in future research through several additions. It would 
be significant to integrate the monitoring and control system into one 
system in order to turn the monitoring system into a sensor that allows 
for intervention using the control system. However, such an integration 
requires major development for the monitoring system to communicate 
with the control system for a suitable intervention through the available 
components. Actions such as removal of plant, fertilization, and pest 
control is required to be added to the control system in order for it to 
become effective. The adequacy of the used microprocessor (Raspberry Pi 
4 Model B) and microcontroller (Arduino UNO) need to be re-evaluated 
in such as system. 
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1. Introduction

In earthquake prone zones, the behavior of soils under dynamic loads 
is of great importance in geotechnical and structural practice. Stress-strain 
characteristics and strength properties of soils change under cyclic loads 
caused by earthquakes. Correspondingly, excessive deformations occur on 
the ground surface resulting structural damage.

In order to know the stress-strain properties of soils under cyclic loads, 
both field and laboratory tests should be performed and their dynamic 
properties should be examined. Calculation of the parameters that make up 
the dynamic behavior of the soils will help in the prediction of earthquake 
waves to be transmitted to the surface. Therefore, the seismic loads that 
the structures will be exposed to can be modeled more realistically and the 
building elements will be dimensioned more securely.

These parameters are:

1) Maximum (initial) shear modulus-Gmax;

2) Normalized dynamic shift modulus G/Gmax at different strain levels; 
and

3) The damping ratio turns out to be D and represents the dynamic 
behavior of the ground (Dobry and Vucetic, 1987; Darendeli, 2001; Okur 
and Ansal, 2007).

Figure 1. Stress-strain curve of the soils taken from Stewart et al. (Stewart vd., 
2014)
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Figure 1 shows the characteristics of soil under cyclic loading. As seen 
in the figure, the initial rigidty changes cycle by cycle and it reaches to the 
lowest value at failure.

Different test systems are used to determine the dynamic properties 
of soils. In the literature, it is seen that many studies have been carried out 
to evaluate the small deformation levels of sand and clay samples (Baziar 
et. al. 2009; Subramaniam and Banerjee 2016; Dutta et. al. 2017; Li and 
Senetakis 2018; Im et. al. 2017; Kahn et. al. 2011). Resonant Column 
(RC) test system is widely used in order to calculate the shear modulus 
or varying stiffness of soils at small deformation values   in the laboratory 
as presented in Figure 2. With the tests carried out according to ASTM D 
4015 standards, calculations of the dynamic properties of soils with unit 
deformation amplitudes between 0.1% - 0.001% can be made (Houbrechts 
et. al. 2011). 

Figure 2. The modulus reduction and damping ratio curves

In their studies on RC experiments, Saxena and Reddy (1989) obtained 
shear modulus and damping ratio curves by using Monterey sand with 
a resonant column test system in their study. A formulation is proposed 
between Young’s modulus and Poisson’s ratio, and shear modulus and 
damping value.

Dutta et al. (2017) determined the dynamic properties of clay samples 
with a resonant column test system. The effect of saturation on shear 
modulus and the effect of poisson’s ratio on dynamic parameters were 
investigated. As a result of the calculations made with the resonant column 
experiments on the sand samples, Li and Senetakis (2018) compared the 
test results with the reference model and a model was proposed using new 
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parameters.

Morsy et al. (2019) resonant column tests were carried out on sand 
samples under different tightness, saturation conditions and ambient 
pressure, and the shear modulus and damping ratio values   of the samples 
were obtained. Dynamic properties of different sands and other comparisons 
were made.

Güler and Afacan (2020) examined the dynamic properties of samples 
with different properties using the RC experiment system in their study. The 
obtained data were compared with the reference models in the literature 
and evaluated.

2. Material and Method

2.1. Resonant Column System Test Apparatuses 

Resonant column test system works based on wave propagation 
theory. The test system makes wave velocity measurements by applying 
vibration or torsional vibration to the sample in the longitudinal direction 
(Wilson and Dietrich, 1960; Hardin and Richart, 1963).

In the test system, one side of the sample is fixed and the other side is 
used as a free system. As seen in Figure 3, in the system where the lower 
head is fixed and the upper head is free, it generally consists of a cell and 
a pressure unit.

Figure 3. Resonant column test system

Torsional force is applied with the cylinder sample placed in the 
resonant column test system (Figure 3). The sample is twisted with dynamic 
torque at different frequencies and amplitudes applied from the sample 
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head. The resonance frequency and shear wave velocity are calculated 
by applying wave propagation theory. At this stage, the polar moment of 
inertia is also calculated and the shift to the shear modulus is made.

By keeping one side of the soil sample fixed and the torque applied 
by the other side, the sample is elastically rotated with a certain angle of 
rotation and returned to its original state. Applied torque (T);

 (2.1)

Torsional force is applied with the cylinder sample placed in the 
resonant column test system (Figure 5.19). The sample is twisted with 
dynamic torque at different frequencies and amplitudes applied from 
the sample head. The resonance frequency and shear wave velocity are 
calculated by applying wave propagation theory. At this stage, the polar 
moment of inertia is also calculated and the shift to the shear modulus is 
made.

By keeping one side of the soil sample fixed and the torque applied 
by the other side, the sample is elastically rotated with a certain angle of 
rotation and returned to its original state. Applied torque (T);

 (2.2)

Expressed. At the same time, the unit deformation amplitude (γ);

 (2.3)

The distance from the axis of the ground (r) is expressed by the 
maximum angle of rotation (θmax) and the height of the sample (h).

2.2. Undisturbed Soils and Test Program

Site conditions are important in determining the dynamic parameters 
of soils. With undisturbed samples, the conditions at the depth of the soils 
are met. Therefore, the presence of undisturbed samples will better reflect 
the site condition when determining the shear modulus and damping ratio 
values   of soils.

Information on the samples made in the earthquake zone and obtained 
from different depths are shown in Table 1.
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Table 1. Test Program and Soil Characteristics

Sample 
No

Depth 
(m) w(%) PI(%) Test

Conf.Pres.
(kPa)

Sample 
size(mm)

1 2.00 44.4 8 RC-1 50,100,200 50*100
2 6.50 43.8 12 RC-2 50,100,200 50*100
3 13.00 45.8 20 RC-3 50,100,200 50*100
4 16.50 49.5 24 RC-4 50,100,200 50*100

First of all, identification experiments were carried out on the 
undisturbed samples obtained after drilling. Then, the sample was trimmed 
to the dimensions of 50*100mm corresponding to the fit resonant column 
test system as shown in Figure 4.

Figure 4. Trimming the size of the sample

The sample and cell placed in the test system are shown in Figure 5. 
After the test system is prepared and its connections are made, the system 
becomes ready for the other stages.
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Figure 5. Resonant column test system

The experiment consists of the following stages:

• Preparation of the sample,

• Placement of the sample,

• Placement of the cell,

• Saturation of the sample,

• Consolidation of the sample and

• Applying force to the sample.

In the RC test system prepared for the experiment, all connections 
should be checked first. In the stage of placing the sample into the cell, 
the membrane is placed first of all. Here, the membrane is then placed into 
the membrane with the help of the sample placement tool. It is fixed to the 
bottom cap with silicone grease and 0-ring, 

After the upper head is placed and connected with the o-ring, the 
motor part is connected. After the strain gauge and all other connections 
are made, the cell is placed. After the connections made on the cell, the 
sample is in the saturation phase. At the saturation stage, the B value is 
checked again and it is completed above 0.95. In the consolidation process, 
air is supplied to the system for the required ambient pressure, and it is 
consolidated. After this stage, the resonance frequency is controlled at 
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the required frequency and amplitude by applying residual force and the 
torque force is gradually increased.

The amplitude value corresponding to the resonant frequency is 
expressed as Amax. An example graphic obtained from the experiments is 
shown in Figure 6. The damping values   can be calculated using the data 
obtained from the experiments. The damping values   can be estimated using 
the formula in Equation 2.4 with the help of the frequencies corresponding 
to the half power band points, which are the frequencies corresponding to 
the point where A is the %70.7 of maximum amplitude (Morsy et. al 2018; 
Banerjee and Balaji, 2018; Bedr et. al. 2019).

Figure 6. Half power frequency curve

3. Results and Discussion

As a result of the experiments and data evaluation, the shear modules 
and damping ratios of the different soil samples were obtained. In the 
experiments performed at small deformation levels, shear modulus-
unit shear strain and damping ratio-unit shear deformation curves were 
obtained. Shear modulus-unit shear strain values   for different loading 
levels for different undisturbed clayey soil samples are demonstrated in 
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Figure 7.

It was observed that initial shear modulus   increased with the depth for 
all the cases although the change varies sample by sample. The test results 
show that the initial shear modulus values   in sample 1 varied between 12-
14 MPa resulting rough 17% change. Considering the confining pressure 
effect, it was determined that there was a difference up to 0.01% strain 
value, but then the gap was closed having similar results. Another important 
observation is that the Gmax value in the 2nd sample varied between 12-
14 MPa as well. Having similar water content of the soil sample, the PI 
effect was not clearly seen from the observations since samples have 
PI’s of 8% and 12%, respectively. However, regarding the 3rd sample 
and 4th sample initial shear modulus varied between 16-24 MPa and 16-
28 MPa correspondingly. The depth of the soil becomes more apparent 
with the increase of PI with almost 50% from 50 kPa confining pressure 
to 150 kPa. The increase in Gmax value in samples 3 and can be explained 
by a combination effect of confining pressure and PI. Thus, overburden 
pressure and plasticity characteristics of soil are influential on the initial 
soil stiffness. It should also be noted that there were similar shear modulus 
values (having a narrow band)   in all of the samples after the strain value 
of 0.01%.

The damping ratio curves obtained from the experiments are shown 
in Figure 8. As the depth of the samples increased and they became more 
rigid, damping ratio values   decreased. In addition, the confining pressure 
effect is also seen in each sample although the effect is not super clear 
for sample 1 compared to the others. It also matches the outcomes from 
the shear modulus curves. Regarding the damping ratios at varying shear 
strain, the sample number 1 reached maximum damping values   of 7%, the 
sample number 2 8%, the sample number 3 12%, and the sample number 
4 16%, respectively. The plasticity is also eminently effective on the small 
strain damping as seen in the figure.
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Figure 7. Shear modulus-shear strain curves 

Figure 8. Damping ratio-shear strain curves

4. Conclusion

The behavior of soils under dynamic loads is of great importance in the 
design of structures. The behavior of the structures at small deformation 
levels is important for the safer and more economical design of the 
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structures. In this context, the dynamic properties at low shear deformation 
levels were obtained by performing a resonant column test on samples 
with different soil properties. As a result of the analysis, the following 
results were obtained.

As a result of 12 resonant column experiments performed on different 
samples and confining pressures;

• The shear modulus value of the clayey soils increases as the elevation 
that the soil sample is taken gets deeper. 

• Secant modulus or shear modulus of the soils at different strain levels 
are very similar after 0.1% shear strain level even with the increase in 
confining pressure.

• PI is another crucial parameter that effects the initial shear modulus. 
The variation of shear modulus by increasing confining pressure alters 
with the change in PI resulting in couple significance on the rigidity of soil.

• It should also be added that these two parameters are also influential 
on the damping ratio values behavior of soils.

It was obviously concluded that it is important to determine the 
dynamic parameters of the soils in the design of the structures in the 
earthquake zones and estimating the initial soil modulus and its variation 
at small strain levels alter a lot with the plasticity and the depth of the soil. 
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1. INTRODUCTION

Sulfosalts are formed from a complex sulfide mineral. Their chemical 
form is AmBnXp, where A is a metal, B is a semi-metallic material, X may be 
sulfur (S) or Selenium (Se) [1]. They are prepared using various methods, 
including RF sputtering, sputtering, pulsed laser deposition, vacuum 
evaporation, sonochemical synthesis, electron beam, chemical vapor 
deposition, thermal evaporation, and chemical bath deposition. Many 
properties of these materials have been the subject of numerous studies [2-
5]. Thin-film form may work better in single and polycrystalline solar cells 
because a small amount of material can meet their requirement. Thin-film 
solar cells reached an efficiency of 19%. However, the researchers continue 
to look for inexpensive, non-toxic, plentiful, and less complex materials 
with an appropriate bandgap for thin-film absorbents [6]. SnSb2S4 thin 
films seem to be potential candidates for preparing new ternary compounds 
as alternatives to relatively more element-based materials such as Sb, 
sulfosalt, and new semiconductors. However, they have not been widely 
studied [7]. The SnSbS system has been recently explored in photovoltaics. 
The research aims to develop non-toxic materials, synthesized with simple 
technology and in a cost-effective way for solar cell production [8]. SnSbS 
attracts attention as a semiconductor with a low and direct bandgap, which 
can be applied in many technological fields, including photovoltaics, 
thermoelectric energy conversion, X-ray detectors, optics, and various 
sensor types, optical fibers thin-film solar films [1, 9].

Renewable energy sources are critical because of the adverse 
environmental conditions resulting from dependency on fossil fuels. 
Hence, energy storage technologies like supercapacitors and lithium-ion 
batteries attract attention due to the high performance expected in portable 
electronic and electric vehicles. 

Fan et al. produced PVDF-HFP/BMIMI/CNTs IGE supercapacitor, 
an all-solid-state supercapacitor (ASSC), to overcome problems due to 
liquid electrolyte of the supercapacitors, i.e., electrolyte leakage. They 
used carbon nanotubes (CNTs) and ion gel electrolyte (IGE) based on 
redox-active ionic liquid containing 1-butyl-3-methylimidazolium iodide 
(BMIMI) IL, poly(vinylidene fluoride-co-hexafluoropropylene) (PVDF-
HFP), achieving 50.1 Whkg-1 energy density [10]. Gu et al. produced 
asymmetric supercapacitor with N-doped rGO/NiSe2 composites by two-
step process; the specific capacitance they reported at 1 A g-1 was 2451.4 
F g-1 [11]. The hybrid micro supercapacitor’s (MSC) power and energy 
densities are high; Li et al. designed the anode as a Ti3C2Tx MXene-based 
electrode and battery-type cathode as a vanadium pentoxide (V2O5)-
based electrode, then produced a hybrid micro supercapacitor of zinc-
ion (ZIHMSC). The efficiency was ~77% after 10,000 cycles, specific 
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capacitance under 0.34 mA cm-2 was 129 mF cm-2, and the energy density 
at 673 μW cm-2 was 48.9 μWh cm-2 [12]. He et al. achieved a specific 
capacitance of 3490 mF cm-2 at 2 mA cm-2 with the supercapacitor they 
produced from C/NiMn-LDH/Ni3S2 on nickel foam (NF) by using the 
superior properties of double-layer hydroxide (LDH) [13]. For the Ni/
Co-MOF electrode obtained by hydrothermal treatment, the capacitance 
conservation that Zhang et al. achieved with a specific capacitance of 568 
C g-1 was 82.6% after 6000 charge/discharge cycles [14]. The Ni3S4/CuS2 
nanocomposite supercapacitor electrode He et al. produced using transition 
metal sulfides had 888 Fg-1 specific capacitance and 49.68 Wh kg-1 energy 
density at 1 A g-1 [15]. Again, Zhang et al. achieved 583 and 365.7 Cg-1 
at 1 and 30 Ag-1, with the supercapacitor produced with Ni-Co-P/POx/C 
nanolayers having an advantage of using transition metal phosphates in 
energy storage devices with their high electrical conductivity. The study 
is remarkable with the reported 37.59 Wh kg-1 as energy density [16]. 
The critical factors for new electrode materials are long life, extended 
capacity, and high cycling. Being metal-based, Sn, Sb, and SnSb are the 
best candidates for lithium-ion batteries (LIBs) [9,17-20]. For LIBs, the 
theoretical capacity of Sn-based materials is 990 mAhg-1, quite promising 
for anode materials [21,23].

Nevertheless, the very high volume change experienced during 
charge-discharge causes material deterioration, negatively affecting the 
cycle life and application potential [24]. However, Sn-based intermetallic 
alloys, i.e., Sn-Sb, overcome these problems [25-27]. Sn and Sb’s ability 
to store lithium ions and their cascade lithium docking mechanism, which 
contributes to the specific capacity, may prevent volume expansion. It also 
increases the electrode’s mechanical stability so that the electrochemical 
performance of SnSb alloy is better than Sn or Sb alone [28-33]. Many 
factors may change these materials’ structural, optical, and morphological 
properties, including substrate temperature, preparation method, film 
thickness, and annealing temperature.

As reported in the literature, no attempt has been made so far to 
provide a detailed analysis of the impact of the deposition temperature 
on SnSbS thin films’ capacitance properties using in-plane time-dependent 
I-V measurements. In the current study, SnSbS (sulfosalt) thin films were 
formed on glass at 20°C, 40°C, 60°C, and 80°C via CBD. The structural 
features of the final products were investigated with XRD, the surface 
morphologies with AFM and FESEM, and EDX was used for composition 
analysis. Capacitance properties were based on time-dependent I-V 
measurements. 
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2. EXPERIMENTAL PROCEDURE

0.0456 g (2x10-4 mole) Antimony Chloride (SbCl3) solid was dissolved 
in 20 ml methanol (CH3OH). 0.048 g (2x10-4 mole) of Sodium Sulfide 
(Na2S) solid was dissolved in 20 ml methanol (CH3OH) in a second beaker. 
0.0379 g (2x10-4 mole) of Tin Chloride (SnCl2) solid was dissolved in 20 
ml methanol (CH3OH). These baths were held in separate beakers. The 
process was performed to shorten the dissolution time. SnSbS solution was 
made ready by mixing the solutions in these three beakers. The substrates 
were cleaned and dried substrates were weighed on a precision balance. 
A different bath was prepared for each deposition temperature. Glass 
substrates were immersed in chemical baths and separately put in ovens 
at 20°C, 40°C, 60°C, and 80°C, for 1 hour. Afterward, we removed the 
samples from the bath, left them to dry, then weighed on the precision 
balance to note the weight of the coated films.

X-ray figures were obtained by X-ray diffraction (XRD) with a 
CuKα1 radiation source (Rigaku Ultima IV model, λ=1.5406 Å) over 
the range of 10°<2θ<90° at a speed of 3° min-1 with a step size of 0.02°. 
The samples’ 2D surface morphology was determined by FESEM (Carl 
Zeiss Ultra Plus Gemini), and an EDX attached to FESEM was used for 
composition analysis. The films’ thickness, surface roughness, and 3-D 
surface morphology were determined with AFM (Veeco Multimode 8). 
Time-dependent I-V characterizations were performed with Keithley 2400 
Sourcemeter apparatus, at -0.3 and 0.9 V range, and scanning ratios of 
10 mV/s, 25 mV/s, and 50 mV/s. The probes having a radius of 0.5 mm 
were used in the measurements; the distance between them was 1 mm. The 
specific capacitance of each sample was computed using the in-plane time-
dependent I-V method.

3. RESULTS AND DISCUSSION

3.1. Structural & Surface Properties and Composition of Sn3Sb2S6 
Thin-Film Electrodes

XRD diffraction peaks obtained at 2q=10°-90° of SnSbS thin-film 
electrodes deposited at 20°C, 40°C, 60°C and 80°C are given in Figure 1. At 
room temperature (~20°C), XRD diffraction patterns of SnSbS structures 
deposited at 20°C, 40°C, 60°C and 80°C showed homogeneous Sn3Sb2S6 
(JCPDS, card no. 38-0826) crystal structures with Miller index (4 1 6) 
at 2q=31.80°. This Sn3Sb2S6 crystal structure did not undergo any phase 
change at different temperatures. Although the thermal energy of the atoms 
increased with the temperature increase, they continued to be oriented in 
a stable position. Surprisingly, Sn3Sb2S6 crystals were also formed at low 
temperatures (20°C-40°C), even though semiconductor materials produced 
by the chemical bath deposition show a dominant amorphous structure. 
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Similar to the Sn2Sb2S5 crystals belonging to the same sulfosalt family, 
Sn3Sb2S6 crystals crystallized at low temperature, which is an exception. 
Larbi et al. [34] investigated the impact of substrate temperature on the 
formation of Sn3Sb2S6 thin films on the glass substrate. The results are 
similar to the crystal structures in this study.

10 20 30 40 50 60 70 80 90

 I (
a.

u.
)

2 θ (o)

20 oC

 I (
a.

u.
)

40 oC

(4
16

)

 I (
a.

u.
)

60 oC

(4
16

)

 I (
a.

u.
) 80 oC

(4
16

)
(4

16
)

Figure 1. XRD diffraction patterns of Sn3Sb2S6 thin films.



Necmi Serkan Tezel, Satiye Korkmaz, Fatma Meydaneri̇ Tezel, İ. Afşin Kari̇per50 .

In addition, deposition temperatures affect the crystals’ average grain 
size (D), which is calculated from Scherrer’s equation [35].

θβ
λ

cos
9.0

=D                  (1)

D is the mean grain size, l X-ray wavelength, b half-width of the most 
intense peak, and θ Bragg diffraction angle. The dislocation intensity (δ) is 
given below in equation 2 [35].

2D
1

=δ                (2)

Crystallization per unit area is given by equation 3 below [35].

3D
tN =        (3)

N is the crystallization/unit area, t film thickness, and D average 
grain size. Structural features of Sn3Sb2S6 thin-film structures are shown in 
Figure 2 and Table 1.
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Figure 2. Structural properties of Sn3Sb2S6 crystals.

Table 1. Structural properties of Sn3Sb2S6 crystals formed at 20°C, 
40°C, 60°C, and 80°C.
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Deposition 
Temperature (°C) D (nm) δ (line/nm2) N (1/nm2)

20 41.27 5.86 X 1014 6.25 x 1023

40 24.99 16.0 x 1014 32.0 x 1023

60 13.56 54.3 x 1014 200 x 1023

80 12.94 59.7 x 1014 230 x 1023

Accordingly, Sn3Sb2S6 crystals’ average grain size (D) decreased 
as temperature increased. In contrast, dislocation intensity (δ) and 
crystallization per unit area (N) increased. With temperature increase, the 
dislocations in the grain climb towards the grain boundaries, and some 
impurities leave the distorted lattice structure and move towards the grain 
boundaries, which are high-energy zones. As a result, the average grain 
size decreases.

Regarding the two-dimensional surface morphology of Sn3Sb2S6 thin-
film electrodes at 30.000x and 150.000x magnification, a homogeneous 
crystallization in the form of a network of small spherical balls or the 
appearance of pumice was observed at 20 °C. After 40 °C, crystallization 
in the form of sugar cubes also appeared in the small spherical ball 
network. The films were densely packed/clustered without cracks on the 
surface and formed porous structures similar to pumice stone. Besides, 
regarding structural features in Table 1 and Fig.2, the grain size decreases, 
and crystallization per unit area increases with deposition temperature. 

FESEM images and EDX characterization of Sn3Sb2S6 thin-film 
electrodes formed at 20°C, 40°C, 60°C, and 80°C are shown in Fig.3.
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Figure 3. FESEM images and EDX characterization of Sn3Sb2S6 thin-film 
electrodes.
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Surface roughness of Sn3Sb2S6 thin-film electrodes occured at 20°C, 
40°C, 60°C and 80°C were measured as 67.82; 91.34; 102.50 and 194.05 
nm, and their film thicknesses as 126.51, 132.95, 189.02, and 278.65 
nm, respectively. Accordingly, both surface roughness and film thickness 
increased with deposition temperature. 

3-D AFM images and 2-D surface roughness of Sn3Sb2S6 thin-film 
electrodes formed at 20°C, 40°C, 60°C, and 80°C are shown in Fig.4.

   
(a)

   
(b)

  
(c)
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(d)

Figure 4. AFM Analysis of Sn3Sb2S6 thin-film electrodes; a)20°C b)40°C c)60 °C 
d)80 °C.

3.2. Capacitance Properties of Sn3Sb2S6 Thin Film Electrodes

Capacitances of Sn3Sb2S6 thin-film electrodes were recorded with 
Keithley 2400 SourceMeter and Kickstart program using in-plane time-
dependent I-V method; it only allows the calculation of the electrode’s 
capacitance. The probe’s radius was 0.5 mm, the distance between them 
was 1 mm, and the seal was taken gently. All measurements were performed 
between -0.3 to 0.9 volts, at scanning rates of 10, 25, and 50 mV/s, at room 
temperature, and in the dark. The amounts of Sn3Sb2S6 thin film coated on 
glass substrates at different temperatures were measured with a precision 
balance and used to calculate capacitances from Equation 4 from time-
dependent I-V measurements and the weight of the coated film. Cyclic 
voltammetry curves of Sn3Sb2S6 thin-film electrodes are shown in Fig. 5 for 
each scanning rate, and their specific capacitances are shown in Table 2.

dt
dVm

ICS

.
=                                        (4)

CS is the capacitance (F/g), I the current (A), and m mass of coated 
film (g). The masses of Sn3Sb2S6 films coated at 20°C, 40°C, 60°C, and 
80°C are 4.02x10-05, 2.68x10-04, 7.02x10-06 and 2.33x10-05, respectively. 
The capacitance of Sn3Sb2S6 thin-film is not available in the literature; thus, 
no comparison could be performed.
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Figure 5. Cyclic voltammetry curves of Sn3Sb2S6 thin-film electrodes at 20°C ; 
40°C ; 60°C ; 80°C.
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Table 2. Specific capacitances of Sn3Sb2S6 thin-film electrodes deposited at 20°C, 
40°C, 60°C, and 80°C according to the scanning rates.

20
 °C

Scan Rate
(mV/s)

C, Specific 
Capacitance (F/g)

60
 °C

Scan Rate
(mV/s)

C, Specific 
Capacitance 
(F/g)

10 367 10 208

25 202 25 148

50 148 50 79.1

   
  4

0 
°C

Scan Rate
(mV/s)

C, Specific 
Capacitance (F/g)

80
 °C

Scan Rate
(mV/s)

C, Specific 
Capacitance 
(F/g)

10 335 10 16  2

25 195 25 95

50 117 50 50.2

3.3. Optical Properties

Regarding thin films’ optical properties, their absorption (A) and 
transmittance (T) were measured in a UV-VIS spectrometer, and their 
reflectance (R%) and transmittance (T%) were calculated from equation 
(5). The graphs of T% and R% at different deposition temperatures are 
given in Figure 6.

A2 e)R1(T −−=                                                                                                             (5)
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(a)                                                              (b)
Figure 6. Sn3Sb2S6 thin-film electrodes’ a) T% and b) R% according to the 

wavelength.
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According to Fig. 6, a severe decrease was observed after 592 nm 
wavelength. The transmittance of the films formed at 20°C and 40°C was 
the same up to this wavelength and above 870 nm wavelengths. Below 
870 nm, the transmittance of the films deposited at 40 °C was lower. In 
general, the transmittance decreases as deposition temperature increases 
due to the increase in film thickness as the deposition temperature increases 
(126.51; 132.95; 189.02 and 278.65 nm for 20°C, 40°C, 60°C and 80°C, 
respectively). The film absorbs more light as the thickness increases.

A proportional increase was observed in transmittance with the 
deposition temperature (see equation 5). A high reflectance value of 69% 
was achieved at 264 nm wavelength. These highly reflective films can be 
used as reflective materials in optoelectronics. Viruses and microbes in 
the UV-C region can be purified from the desired areas with the LEDs 
produced with such reflective materials [36].

The absorption of the films is given in Fig. 7. As expected, the thickest 
film produced at 80°C had the highest absorbance (1.33). Interestingly, 
an absorption peak was observed at 295 nm in the film deposited at 20 
°C. This is because of lower crystallization and larger particles than other 
films; and most importantly, cubic structures are observed in other films, 
whereas the films deposited at 20°C have a spherical particle structure.
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Figure 7. Absorption variation of Sn3Sb2S6 thin-film electrodes according to 
wavelength.

The films’ refractive index and extinction coefficient were determined 
from equations 6 and 7.
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Here,  is the absorption coefficient, λ wavelength, n refractive 
index, and k extinction coefficient. In Figure 8, the films’ refractive index 
and extinction coefficient are shown. Again, the most exciting result was 
found in the refractive index due to absorption. The film deposited at 20°C 
had a maximum refractive index of around 11 at the wavelength of 264 
nm, a noticeable difference compared to the films deposited at different 
temperatures. According to the literature, the films with such a high 
refractive index at these wavelengths are very suitable for high-sensitivity 
refractive index sensors [37] and used in excimer lasers [38].
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Figure 8. Change of a) refractive index (n) and b) extinction coefficient 
(k) of Sn3Sb2S6 thin-film electrodes according to wavelength.

The optical parameters ε1 and ε2, which show how the films are affected 
by electromagnetic waves, were calculated with the following equations.

21 εεε i+=       (8)

ε1=n2-k2       (9)

ε2=2nk       (10)

According to Figure 9, the ε1 value of the film formed at 20 °C has the 
highest value, close to 30. In contrast, it has the lowest ε2 value compared 
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to the films deposited at different temperatures. Such materials with high 
dielectric value are the best materials for use in structures such as MOS-
FET in technology [39].
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(a)                                                                          (b)

Figure 9. Variation of a) Real (ε1) and b) Virtual (ε2) Dielectric 
coefficient of Sn3Sb2S6 thin-film electrodes according to wavelength.

The following relation was used to obtain optic bandgap energy (Eg) 
of the films (11):

n
g )Eh(A)h( −= υυα        (11)

A is a constant, α absorption coefficient, hν the photon energy, and n is 
a constant equal to ½ for direct bandgap semiconductor. 

The films’ optical bandgaps are given in Figure 10. Optical bandgaps 
of the films formed at 20°C, 40°C, 60°C, and 80°C were found to be 1.97, 
1.98, 1.91, and 1.85 eV, respectively. 
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Figure 10. Egap values of Sn3Sb2S6 thin-film electrodes.

The reason why the optical bandgaps decrease with the increase of the 
deposition temperature can be understood from equation 11. The optical 
bandgap is inversely proportional to absorbance. Thicker films have a 
higher absorbance. Therefore, a decrease was observed in optical bandgaps 
of the produced films according to the deposition temperature [40]. Thin 
films with this optical bandgap can be used in solar cells.

4. CONCLUSION

Sn3Sb2S6 thin films with cubic and spherical particles have been 
produced for the first time in the literature. The films were produced by the 
CBD method, which is low-cost and easy to perform. The films’ optical, 
structural, and capacitor properties were analyzed. The optical properties 
of the film deposited at low temperature (20°C) were particularly striking. 
They are very suitable for LED products used to purify viruses and 
microbes, high-sensitivity refractive index sensors, excimer lasers, solar 
cells, and supercapacitors. 
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Gases have different pressure values in different volumes since pV = 
constant according to Boyle's law. At constant temperature, a given mass 
of gas occupies a small volume at high pressure and a large volume at 
low pressure. The gas flow is caused by the pressure difference. The 
volume A occupied by a certain mass of gas inside the pipe progresses as 
in Figure 1 and occupies the volume A′ near the outer part. Pressure P is 
constant across any cross section. 
 

 
Figure 1. Gas flow in a pipe 

 
Transmission (Q); with the pressure p, the flow rate at this pressure, that 
is, the gas volume per unit time, can be determined by the product  ̇. 
     ̇                                  Eq. (1) 
 
Here, since p is mbar and the volume flow rate is   ̇  liter/second, the unit 
of transmission is mbarliter/second. Conduction is uniform at the ends of 
the tube. 
     ̇       ̇                                         Eq. (2) 

In a vacuum system, the volumetric flow velocity  ̇ is expressed as 
velocity, in regions where gas enters from the vacuum chamber to the 
pipe as well as from the pipe to the pump. In this case, the symbol S 
instead of   ̇ in the formula Q = p. ̇ used. The S* symbol is used when 
examining the speed inside the pump. 
 
In Figure 2, transmission from a vacuum chamber at p1 pressure to a 
pump is shown. In the high-pressure vacuum chamber, the lower velocity 
S is determined by S = Q/p1 while S∗ = Q/p 
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Figure 2. Conduction (from the vacuum chamber to the pump). 
 

Conduction velocity in a pipe; (p1-p2) being the pressure difference 
between the inner and outer regions of the pipe; 
 
C = Q/(p1 – p2)  l/s.           Eq.  (3) 
 
is determined by. Here Q is the conduction between the two ends. 
 
If a large number of pipes of different sizes with the same pressure are 
used, the highest transmission (Q) and therefore the greatest transmission 
rate (C) is obtained. Pipes can be connected to the vacuum chamber in 
series or parallel. 
 
Separation of gas flows into regions in vacuum systems is done according 
to three different value ranges of a dimensionless parameter called 
Knudsen number (Kn). The Knudsen number is defined as the ratio of the 
mean free path of a gas molecule to the size of the pipe through which the 
gas flows. 
 
Viscous Flow: 
 
When the mean free path is small relative to the size of the tube, 
collisions between molecules are more effective than collisions with the 
wall. Therefore, the gas environment is like continuous. Regions with a 
small Knudsen number are called viscous flow regions. 
 
It is given as Kn=1/D, where D is the diameter of the pipe. When Kn<10-2, 
viscous flow is dominant. When the pressure is reduced to 10-2 mbar or 
less, the molecule-molecule collisions are more and the gas behaves like 
a fluid. Molecules are ejected by pushing each other. Viscous flow occurs 
as a result of friction forces between molecules and the effect of 
viscosity. 
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Dimensions D and L of a pipe are effective in the viscous flow range and 
affect the discharge time. Suppose that the pressure zone p1 and p2 is 
separated by a hole of surface area A. through hole transmission in case 
p1 > p2 is given as; 

  √    
                  Eq.  (4) 

 
Conduction velocity through a circular hole of diameter D (cm) is given 
as; 
 C= 9,3.D2  l/s.         Eq. (5) 
 
Here, p1 and p2 are the internal and external pressures, respectively p= 
(p1+p2)/2 is the average pressure. For this equation to be valid, there must 
be no irregularity in the flow, the flow velocity must be constant along 
the pipe, the L length must not be small, and the flow velocity at the pipe 
wall must be zero. 
 
Molecular Flow: 
 
In low pressure regions where the mean free path is large relative to the 
pipe size, the gas flow is limited by the collisions of the molecules 
against the walls, and the molecules behave as if they are independent of 
each other. The gas flow in this region is called molecular flow and the 
Knudsen number is greater than 1. When the pressure is reduced to 10-3 
mbar or less, the mean free path of the molecules becomes 6.6 cm. 
Molecules flow when the diameter of the pipe is 10 cm and the mean free 
path is smaller than the diameter of this pipe. 
Molecules can be temporarily trapped on the wall surface and, when 
removed again, move in random directions until they are reabsorbed. The 
direction of the molecule removed from the vacuum wall is not related to 
the direction it came from.  
 
A molecule in a long tube tends to return to the point where it started 
moving, and there is no way to affect the individual molecule. Gas flow is 
only possible by connecting a suitable pump to the end of the pipe, 
trapping the molecules and preventing their return (the pump can catch 
the molecules while they are in motion). 
 
In a cylindrical tube, the viscous flow rate is always greater than the 
molecular flow. Because there is no control mechanism over the 
molecular flow, only the tube geometry is important. In viscous flow, the 
conduction velocity can be increased by pressure variation. Short and 
wide pipe should be preferred for high conduction rate in molecular flow. 
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A transmission pipe with length L, diameter D and cross section A is 
shown in Figure 3. Most molecules flow molecularly when the mean free 
path is l>>L and l>>D in a pipe with pressures P1 and P2 at both ends. 
 

 
Figure 3. Molecular flow (through a pipe). 

 
The total number of molecules passing through the EN inlet in the pipe 
per second is J1.A=N. Molecules following the path indicated by (1) can 
pass without hitting any edge, but this event often does not happen. The 
molecules following the path indicated by 2) interact with the walls and 
move in random directions. Molecules following (2) are likely to follow 
paths (a), (b) and (c). 
 
While some of the molecules will pass through the EX plane, some will 
return to the EN plane. The ratio of molecules exiting from the right side 
is denoted by the symbol W and the passed flux is determined by the 
expression WJ1A. For the shorter pipe, the probability of transition W 
will be greater. As L increases, the probability of transition W will 
decrease as there will be interaction with the wall. The permeability 
probability of the pipe should be the same in both directions, but the J2 
flow is on the low p2 side. So the flux passed from right to left will be 
WJ2A. Net transmission is obtained by multiplying W(J1- J2 )A by kT. 
                        Eq.(6) 
 
For very long pipes (L>>D) with 1% accuracy by Knudsen 

   
  
  √

    
                Eq. (7) 

 
Knudsen Flow(Transition Zone): 
 
The region between viscous and molecular flow is called the transition 
zone or Knudsen flow. The mean free path and the pipe dimensions are 
approximately the same. In this region, both molecular and viscous flow 
properties are observed. 
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Figure 4; viscous, molecular flow, and shows the change in the 
transmission velocity of a pipe with a decrease in pressure in the 
transition zones. 
 

 
Figure 4. Transition from viscous flow to molecular flow. 

 
 
JET SYSTEM FOR COLTRIMS 
 
COLTRIMS (cold target recoil ion momentum spectroscopy) is a 
technique that investigates the dynamics of atom-molecule and electron-
photon interaction reactions. Simply, the system consists of a cold gas jet 
target obtained by supersonic propagation in a vacuum, and a part that 
separates the momentum of ions or electrons from the gas target as a 
result of ionization. Target control is extremely important in the 
COLTRIMS system. Whenever possible, the initial momentum should be 
known before collision (Ozer 2007). 
 
The general principle for atomic sources is that atoms (molecules) form a 
molecular or aerodynamic flow from a container to a differentially 
pumped region. It enables to shape a molecular light beam that intersects 
with another ionic or molecular light beam in the flowing gas collision 
circle.  
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Molecular (Effusive) Beam: 
 
Atoms (molecules) will leave the gas container without any change in 
their velocity distribution across the slit or hole. With differential 
pumping, the pressure difference between the two zones will create a gas 
flow from the high pressure zone to the low pressure zone. If the overall 
pressure is low enough, the atoms or molecules will move from the high 
pressure region to the low pressure region without any change in their 
spatial and velocity distributions through the hole. This form of flow is 
molecular (effusive) flow. 
 
Consider a gas container of diameter d and thickness l and a circular hole; 
if l~0 then d<< λ then the flow is molecular. Here λ is the mean free path 
of the atoms in the source. λ can be calculated for an ideal gas using 
kinetic theory: 
    

√    
          Eq.(8) 

 
Here P is the gas pressure in the weld and T is the weld temperature, k is 
the Boltzman Constant, σk is the collision cross section for atoms. 
 
Within the solid angle dΩ, the number of atoms defined by the angle θ 
and flowing per unit time is given as: 
          ̅                Eq.(9) 
 
It is seen from the equation that the particles have a cosine distribution in 
all directions with the current. Here n is the number of atoms per unit 
volume in the source. 
         

              Eq. (10) 
 
is the area of the hole. v is the average particle velocity is given by  (m is 
the mass of the particle); 

  ̅  √   
                Eq.(11) 

  
Integrate the equation to find the total number of particles flowing with 
time in all directions. 
     

    ̅                 Eq. (12)      
and 
   

   ̅               Eq. (13)    
 is obtained. 
 



Zehra Nur Ozer74 .

The directionality of the flowing beam is directly proportional to the l/d 
factor. By increasing this ratio (giving some thickness to the hole), the 
directionality of molecular (effusive) flow can be increased. If l>>d, the 
reduction factor (ξ ) is defined. 
 
    

             Eq.(14) 
 and 
 
   

    ̅   
   
     ̅          Eq.(15)  

is obtained. 
 
Two other factors that are important for limiting the size of the target are: 
 

 Molecular flow should not only pass through a single-channel 
slit, but also through a 1 mm diameter strainer placed at a 
distance of 2.5 mm from the outlet of the pre-cooled gas cell. 

 
 The ion beam encounters the molecular (effusive) flow at 3-4 

mm of the strainer. The combination of these two factors makes 
it possible to limit the beam. The size of the expanded target is 
shaped by the intersection of the beam, and the jet can be 
stabilized using the focusing capabilities of the spectrometer 
(Freeman et al., 2012). 

 
In order to obtain large target densities and hence large atomic beam 
currents, multiple gaps are arranged instead of a single gap. Each gap 
passes particles, thus allowing a large number of particles to pass through 
the source. 
 
Capillaries are usually made of glass. Its dimensions can be between 
d=30μm-1 mm and  
l=300μm-10 mm (Abdallah, 1997). In this case, the number of flowing 
particles, Nya being the number of gaps on the surface; 
 
     

  
     ̅            Eq.(16) 

 
Supersonic Atomic Beam: 
 
In this case, the dense gas is passing through a very narrow hole. It is the 
situation where the pressure difference between the source and target 
region is too great. Therefore, the boundary condition is d>>λ. It results 
in many atom-atom and atom-wall collisions before the particles escape 
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the hole. These conditions result in thermal cooling, where random 
motion of particles is converted into energy downstream.  
 
The jet envelope is elongated in shape and elliptical in the direction of the 
gas flow. The thermal cooling and shock wave of the expanding gas 
combined with the strainer to show the elliptical spread of the gas provide 
a directional flow and a dense target. This depends on the superposition 
of the directional velocities of the jet and the flow rate. After a distance of 
ls, the particles pass through the filter. The skimmer allows only the 
particles in the center (inner part) to pass through. 
 
The role of the skimmer, 
 

 Adding directionality to the atomic beam. 
 Throwing off the slow parts of the jet envelope. 
 Reducing the number of particles dispersed in the collision 

chamber that is, cooling the gas geometrically. 
 
The strainer is generally conical in shape, which contributes to reducing 
the effect of particles dispersed across the nozzle in the gas-jet stream. 
Another parameter that is important in describing the supersonic gas flow 
is the Mach number (M). The Mach number is the ratio of the local flow 
velocity to the local velocity of sound; 

 M=v/c and speed of sound can be written as    √  
  √   

     Eq.(17) 

 
Here P is the local pressure and ρ is the local density. γ is the ratio of heat 
capacities. Its value is γ=5/3 for a monatomic gas and γ=7/5 for a 
diatomic gas. For an ideal gas P = nkT, T is the temperature and m is the 
atomic mass. 

           
 

      
       

  
      

       
√    

          Eq. (18) 

 
The directional velocity of the atom is related to the sound velocity of the 
source (c0), with T0 being the temperature of the source. 
 
The Mach number in the hole is M=1 and therefore; 

       √  
   √

    
             Eq.(19) 

   
is obtained. 
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Also, M>>1 can be accepted to find the downstream jet velocity, and in 
this case; 

     √  
   √

    
            Eq. (20) 

 
For a monatomic gas, γ=5/3 and therefore; 

     √    
             Eq. (21) 

 
The atomic density (ns) and atomic velocity (vs) at the mouth of the 
skimmer can be calculated. In this case; 

           
   

  
  
                  Eq.(22) 

 
          

 

      
     

  
   

           Eq.(23) 

 
Here n0 and c0 are the atomic density of the source (Nozzle circle) and the 
speed of sound. Ms is the Mach number at the mouth of the strainer and u 
is the velocity of the atoms coming out of the hole. As the current beam 
passing through the filter, As the area of the mouth of the filter;   
         

and the Mach number is defined as;      √  
  ;here b is a constant that 

can be determined experimentally (b=2.75). 
 
Maximum intensity to be achieved in the beam source: 
 
1- The rate of diffusion (flux) across the slit—this slit must be narrow 
enough to reach the free molecular flux—(Grey and Kantrowitz, 1951). 
2- It is limited by the inconvenience of geometry factors encountered in 
obtaining aligned beams from random initial velocities. 
 
The nozzle converts the initial and random transition energy of the gas 
into directed mass motion. Mass motion has a directive effect that 
improves both flow rate and geometric factors. Flow rate through the slot; 
is proportional to the slit area and the number of molecules per unit 
volume behind the slit. 
 
Experimentally, it has been observed that if the mean free path of the gas 
is less than the slit width, the flow changes from the molecular flow 
process to a so-called cloud pattern (Kontrowitz, Grey, 1951). This 
reduces the beam intensity and the maximum intensity is achieved for the 
slit width equal to the mean free path of the gas. Initial slit and 
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collimation provide directed mass movement at the nozzle weld. This 
increases the density and can be defined as the scattering of molecules 
passing through a point in the first slit into a hemisphere (Harvey et al. 
1950). The radius of this hemisphere can be expressed as the distance 
between two slits in a molecular source. 
 
In the nozzle type sources; if the mass velocity is made greater than the 
molecular velocity (Mach number greater than 1 can be considered), the 
molecules will diffuse in the hemisphere. The radius of this hemisphere is 
smaller than the distance between the two slits. This factor is roughly 
equal to the molecular velocity to mass ratio. This causes an increase in 
density. 
 
In conventional molecular beam welding, they propagate along the 
molecular slit following the Maxwell velocity distribution and there is no 
mass movement. 

             
     (    

   )   

∫                     
 

         Eq.(24) 

If particle velocities in the slit plane are v and w, molecules flowing with 
velocity u will reach a small region on the slit plane. 
 
The fact that the molecular velocity in the beam is partially 
"monochromatic" is an expected advantage of nozzle type sources. By the 
monochromatic beam, mechanical rate selectors can be used without 
reducing the beam density to unfavorable values. In this way, the 
molecular beam; useful for achieving the same transfer rates and high 
density. 
 
In conventional molecular beam welding, the distribution of transfer rates 
is defined as; 
           

              Eq.(25) 
 
In a nozzle type beam, if the effect of velocity u on the probability of the 
molecule to pass through the slit is neglected compared to the dominant 
effect of mass flow velocity, 
                           Eq.(26) 
 
The temperature before the slit T1 is represented using the Mach number 
as: 
  
  

 
          

              Eq.(27)       
   
 (T0= temperature of the nozzle source, R: Gas constant) 
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It is seen that the molecules coming from the nozzle mostly have the 
same velocity and have a higher average velocity for the same gas source 
temperatures (Grey et al., 1951). 
 
In boundary states, at high Mach numbers, all thermal energy will be 
converted to energy in the direction of mass motion. The internal 
molecular energy in the beam will decrease due to isentropic diffusion 
occurring in the hole in the gas supply. At high Mach numbers the 
temperature is very low for emanations. For the case of decrease in 
internal molecular energy behind the rapid temperature drop in the hole; 
the total number of collisions in the hole is calculated. 
 
Number of collisions: ∫  ̅

    
 
  
     

   ∫   

       
 

    
 
  
 

      Eq.(28) 

 
c : Average molecular velocity, U, M and λ: Average length of free path 
along the central flux (x), N0: Number of molecules in the hole. 
 
For the nozzle design, the distance from throat to first slot is 0.0857 times 
L1. For this, L1= 3600λ0 and the number of collisions is approximately 
415. Therefore, the rotational energy will be tuned by diffusion and the 
vibrational energy can be tuned depending on the size of the hole and the 
resting times of the molecules. 
 
In conventional molecular beams, the width of the first slit is limited by 
the mean free path. If this experimental rule is adopted for nozzle 
welding, the flux through the first slot is greater than that of a 
conventional molecular weld through the first slot. 
 
Molecular velocities are driven in the slit. If the effects of random 
velocities on the flux rate are neglected, the number of molecules passing 
through the first slit per second is: 
                     

 
   |  

 
   

|    
           Eq.(29) 

 
 
The geometry of the slit is a fundamental design problem. Molecules 
entering the slit in the vacuum part and hitting the slit walls can be 
pumped quickly enough depending on the distribution. If the dispersion 
angle θi is large enough, some of the molecules will have enough 
transverse velocity components to hit the wall. 
 

         ̅       
      

   

    here                  Eq.(30) 
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A large enough θi is necessary for high pumping speed. The current 
diverting at the bore should not be large enough to affect the supersonic 
current upstream from a normal shock. Nozzle-type sources current 
increases as the Mach number increases. On the other hand, the volume 
controlled by the nozzle flow pump also increases with the Mach number. 
 
The pumping problem can be reduced by placing the following for the 
first slit: 
 
1- Mach numbers should be as low as possible. 
2- The nozzle should be as small as possible and the boundary layers 
along these nozzle walls should be consistent with the state of formation 
while not obstructing the flow in the first slot. 
 
The size of the boundary layers will have a significant effect on the wave 
pattern in the hole and will also cause uncertainty in the Mach numbers. 
The dispersion angle is increased for the thickening of the boundary 
layers (Turner et al. 2004). 
 
Adjustment of the Mach numbers can be made by moving the bore throat 
axially away from or closer to the slot. During the approximation, while 
the Mach number decreases; increases during removal. 
 
Mass flow through the hole is traditionally calculated when the flow 
velocity at the throat of the hole is equal to the local velocity of sound. 
This current is 0.578ρ0a0Sth for γ=1.4 and 

                  
 

  (  
   

)
 
       ⁄        Eq.(31)   

 
where Sth: is the area of the throat. 
 
COLTRIMS is a technique that investigates the dynamics of atom-
molecule and electron-photon interaction reactions. Simply, the system 
consists of a cold gas jet target obtained by supersonic propagation in a 
vacuum, and a part that separates the momentum of ions or electrons 
from the gas target as a result of ionization. 
 
Target control is extremely important in the COLTRIMS system. 
Whenever possible, the initial momentum should be known before 
collision (Ozer 2007).  For this purpose, the jet system has been 
developed. The gas jet consists of a nozzle attached to the end of a cold 
nozzle. The gas passes through a copper tube and is cooled before being 
allowed to diffuse into the nozzle. The gas flow is formed in the zone of 
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silence. In this region, all gas molecules move at the same speed without 
interacting, and the temperature of the gas in this region is reduced to 
only a few kelvins. The value of this temperature depends on the gas 
application pressure and the pressure in the diffusion chamber. The 
strainer placed in a suitable position removes the gas from the quiescent 
zone. For gas to exit this zone, the strainer creates a unidirectional high 
velocity gas jet.  
 
The jet is explained by the movable tube placed on the spectrometer and 
having an ion measuring instrument at the tip. This tube has the ability to 
move in and out of the jet. If a different pumping chamber is used as a jet 
unloader, the pumping power in the main chamber will be reduced and 
the gas charge of the jet will accumulate entirely in the main chamber. 
 
As ways to reduce the target gas density; the diameter of the hole, the 
pressure exerted and the seeding can be listed. In this way, gas flow and 
jet density could be reduced up to a certain factor value at constant 
pressure. The pressure exerted affects the length of the silence zone and 
the velocity ratio. It will be a good solution in cases where the probability 
of ionization is less than that of the target gas (Zeidler et al. 2005). As a 
gas, the best solution was found in Helium. Because helium has a very 
high ionization potential and also a very low boiling point. Precooling 
also increases the density of the jet. Its effects are increased gas flow 
through the nozzle, low jet velocity and low temperature (Staudte 2005). 
 
Molecular beam researchers placed a wall in front of the propagation with 
a small skimmer to widen the center beam (Miller et al. 1988, Eder et al. 
2013). This situation can be simplified by considering an ideal skimmer 
placed in the isentropic (adiabatic) region, called the zone of silence 
(Figure 5). For continuous flow, sufficient pressure value is set so that it 
will not be effective at the boundaries of the jet. The gas flow starts with 
a negligible velocity (P0, T0) and accelerates towards the weld exit due to 
the decrease in pressure (P0- Pb) as the area decreases. The flow can reach 
the speed of sound. This means that the average speed is equal to the 
local speed of sound, or Mach number 1. 
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Figure 5. Jet spread under continuous conditions (Scheoffler 2002). 
 
 
All the properties of the jet depend on the definition of flow in fluid 
mechanics. These can be expressed as the collision frequency, 
equilibrium temperature and the length of the assembly, which are 
sufficiently high density and suitable for the definition of density. 
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Introduction

Wastewater sludges are semi-solid materials released as a waste 
stream in wastewater treatment plants and are considered as a waste group 
that poses a great risk for the environment. It has been emphasized in many 
studies that wastewater sludge disposal under inappropriate conditions and 
poor sludge management approaches unfortunately create environmental 
pollution problems and threaten human health (Rorat et al., 2019).

Waste sludge components and their environmental effects require 
these wastes to be disposed of after being processed with appropriate 
methods. Although there are numerous proposed and/or applied methods 
for waste sludge disposal, approaches that ensure the sustainable use of 
wastewater sludge attract attention from both an economic and ecological 
perspective. Considering the applications within the framework of this 
approach, it is seen that wastewater sludges with certain characteristics 
are generally applied to agricultural lands as organic fertilizers. With its 
use in agriculture, plant nutrients in the waste sludge are added to their 
natural cycle in the soil, the fertilizer need of the growing plants is met 
and economic gain is achieved in agricultural production (Delibacak and 
Ongun, 2016; Samara et al., 2017; Otieno et al., 2019; Santacoloma-
Londono et al., 2020).  However, in recent years, various concerns have 
arisen concerning the agricultural utilization of waste sludge. Although the 
application of this biowaste that contains huge amounts of organic matter 
and nutrients to the soil is evaluated as beneficial, several organic and 
inorganic pollutants and pathogenic organisms that can be found in the 
sludge pose a serious risk in terms of soil quality and environmental health.

More recently, sludge-borne ‘emergent pollutants’, which may 
include pharmaceuticals, personal care products, hormones and other 
xenobiotics, have attracted the attention of researchers because of the 
health risks they pose.  It was stated in a study that approximately 65% 
of the micropollutants in the wastewater are transferred to the sludge 
phase during activated sludge process (Barret et al., 2012). A similar study 
confirmed that nearly all active pharmaceuticals found in influent water 
were also detected in wastewater sludge (Martin et al., 2012). Moreover, 
sludge digestion processes are unfortunately not effective in most cases in 
removing the micropollutants accumulated in the sludge. It has been stated 
in many studies that micropollutants with hydrophobic properties degrade 
very slowly under anaerobic conditions and accumulate accordingly 
(Gonzales et al., 2010). Gonzalez-Gil et al. (2016) examined the effect 
of anaerobic treatment on some organic micropollutants and found that 
ibuprofen and triclosan were only slightly affected. Similarly, a pilot-scale 
study was conducted by Phan et al.,(2018)  to examine the degradation of 
trace organic pollutants in the primary sludge during anaerobic digestion. 
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Their results apparently showed that the anaerobic digestion process is 
insufficient for the removal of trace organic pollutants with the value of 
logD>1.5. The study also revealed that the sorption onto the solid phase 
appears to be a hindering factor for the biodegradation of these organic 
pollutants.  Considering that a significant portion of digested sludge is used 
for agricultural purposes, it is obvious that micropollutants originating from 
sludge may cause a great hazard to the soil environment and growing plants. 
In other words, as a result of waste sludge application to agricultural areas, 
the unsafe components in the sludge may spread in the soil environment 
and threaten human health by negatively affecting food safety. All those 
concerns caused by the application of sludge to agricultural lands led to 
various studies to reveal alternative reuse options for waste sludge. 

Recovery of nutrients as well as other materials from waste sludge 
is considered as a rational approach that eliminates the potential adverse 
impacts associated with its direct use in agricultural areas. The main 
objective of this chapter is to ensure an overview regarding the actual 
information on the production of commercially valuable products from 
wastewater sludges.

Nutrient Recovery

Nitrogen and phosphorus are considered to be two important 
components of sewage sludge that can be recycled technically and 
economically (Tyagi and Lo, 2013).  However, phosphorus in particular is 
becoming the most important nutrient due to depleted resources. Given the 
estimations that only 50 to 100 years of phosphorus reserves remain in the 
world, recovering this valuable resource to meet the claims is of paramount 
importance for the goals of sustainable development (Cordell et al. 2011).

Anaerobic digestion is a frequently applied practice that enables the 
production of biogas, a renewable energy source, from wastewater sludge, 
black water, animal manures and various agricultural wastes. In order to 
ensure a weight reduction in the mass of digestate, dewatering processes are 
applied and as a result, the organic slurry is separated into a liquid fraction 
and solid cake. The liquid fraction of the digestate contains nutrients such 
as phosphorus and nitrogen in abundance and is considered a suitable waste 
fraction for the application of nutrient recovery technologies. Currently, 
most of the phosphorus recovery processes use precipitation/crystallization 
procedures to seperate phosphate compounds where struvite precipitation 
was one of the most well-known technologies.

Struvite precipitation technology is a frequently used technology for the 
recovery of phosphorus in waste streams. Struvite is a white orthorhombic 
crystal compound constitutes phosphate (PO4), ammonium (NH4) and 
magnesium (Mg) with the chemical formula of MgNH4PO4.6H2O (Cornel 
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and Schaum, 2009). Many factors influence the efficiency of the struvite 
precipitation process, such as molar ratio of NH4, PO4 and Mg in the liquid 
stream, and pH. The pH should be in the range of 7.6–10.5 to support the 
formation of struvite. In addition, the Mg:P:N molar ratio in the liquid 
stream must be adjusted to a  stoichiometric value of  1:1:1 for successful 
nucleation of struvite crystals (Siciliano et al., 2020). Gonzales-Morales 
et al. (2021) conducted experiments using batch reactors to precipitate 
phosphorus as struvite in the supernatant produced during dewatering of 
digested sludge. The results of the study carried out under controlled pH 
and temperature conditions showed that the optimum temperature and pH 
for the formation of high-purity (>70%) struvite crystals were 25 °C and 
9, respectively.

On the other hand, various studies have been conducted in which bio-
based processes have been developed to recover phosphorus in nutrient-
rich wastewater and related streams. The potentials of Brevibacterium 
antiquum to form biostruvite in dewatering effluent of waste sludge were 
investigated in a study done by Simoes et al. (2020). The results of their 
study showed that B. antiquum used condensed and organic  phosphorus 
fractions found in the waste stream and successfully formed biostruvite. 
In addition, it was emphasized in the study that the tested biostruvite 
formation method offers a higher potential compared to conventional 
struvite precipitation methods.

In addition, thermochemical methods and/or acid leaching methods 
can be used to recover phosphorus in waste streams and to produce 
phosphorus fertilizers or various phosphorus-containing industrial raw 
materials (Donatello, and Cheeseman, 2013). Lee et al. (2018) used 
different acids and alkalis to dissolve phosphorus in the dewatered sludge 
cake and achieved a maximum phosphorus solubility in the range of 55-
71% using H2SO4. In a similar study by Semerci et al. (2021), acidic and 
alkaline leaching methods were evaluated for the recovery of phosphorus 
from sludge and sludge incineration ash, and it was concluded that strongly 
acidic conditions (HCl) were superior for P leaching.

Biochar Production

Pyrolysis is a thermal process and allows organic matter to decompose 
in an oxygen deficient atmosphere. It is recognized as a second generation, 
relatively simple and cheap alternative bioenergy production technology 
and is used to convert biomass into valuable products like syngas, bio-
oil and solid remnants (Racek et al., 2020; Thangarajan et al.,2016). 
Although obtaining liquid and gaseous fuels from sludge is seen as the 
apparent advantage of pyrolysis, solid residues (biochar) released as a 
result of the process may also have many useful practices. Biochar is a 
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technical statement used for “the porous carbonaceous solid produced by 
the thermochemical conversion of organic materials in an oxygen depleted 
atmosphere that has physicochemical properties suitable for safe and 
long-term storage of carbon in the environment” (Shackley et al., 2012). 
Biochar is a perfect soil conditioner and has recently attracted attention as 
a multifunctional material that has been successfully used in areas such as 
pollutant immobilization, carbon sequestration, greenhouse gas reduction, 
soil and water retention (Callegari and Capodaglio, 2018). Sousa and 
Figueiredo (2016) applied different doses of sludge-based biochar into the 
soil and investigated its effects on soil fertility. In addition, the effect of 
the application on the agronomic growth of the radish Raphanus sativus 
L. (Brassicae) was evaluated by the pot experiments. The results showed 
that biochar can supply sufficient nutrients to the plants and increased 
the productivity of radish in a short time. In another study, the long-term 
impacts of sludge-based biochars on soil characteristics were examined 
and the residual effect of biochar application on corn yield was evaluated 
(Fachini et al., 2021). The results indicated that biochars produced from 
sludge remarkably increased the nutrient content of the soil and enhanced 
the uptake of nutrients, especially phosphorus, by maize. It was also 
observed that the phosphorus content in soils with biochar was five times 
higher than those in control and NPK-treated soils. 

Aside from its benefit in agricultural production, many studies have 
emphasized that biochar has a perfect ability to remove various contaminants 
like heavy metals, organic compounds and other pollutants from waste 
streams. In a study conducted by Dos Reis et al. (2016), biochar was 
obtained by treating the sewage sludge with HCl after pyrolysis at 500 ◦C. 
The results demonstrated that the sorption capacity of the obtained biochar 
for hydroquinone, an aromatic organic compound, was very high (1218.3 
mg.g-1). In a similar research, Fan et al. (2021) studied the adsorption 
behavior of metal-loaded sludge-based biochars for three antibiotics 
(tetracycline, sulfamethoxazole and amoxicillin) found in wastewater. 
The results showed that the effective mechanisms for the adsorbtion of 
antibiotics to biochars derived from sludge are predominantly Van der 
Waals forces, H-bonding and pore filling. Yang et al. (2019) used sludge-
based biochar and α-Fe2O3 and FeOOH to prepare chemically modified 
biochars for evaluating the effectiveness of Ni adsorption from liquid 
solutions.   At the end of the trials, the adsorption capacity of the modified 
biochar for Ni(II) was found as 35.50 mg.g-1. In addition, it was stated that 
the effective mechanisms in the adsorption of heavy metals by biochar are 
ion exchange among the functional groups in biochar and metal ions, and 
surface interaction through complexation (Lu et al., 2012). Considering 
all these studies emphasizing the beneficial use of sludge-based biochar, 
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it is possible that this material will be used more widely in the future, thus 
supporting the sustainable use of sludge as a valuable resource.

Extracellular Polymeric Substances

Today, biopolymers generated from renewable resources are 
becoming appealing due to the increasing environmental concerns caused 
by the widespread use of plastics and are recently the focal point of 
extensive study on the subject (Kreyenschulte et al., 2014).  In particular, 
extracellular polymeric substances (EPS) are of greater commercial profits 
compared to intracellular polymers such as glycogen and polyphosphate 
(Feng et al., 2020). EPS are complex organic macromolecules which are 
secreted by biofilm forming bacteria during cell metabolism and they are 
characyterized as a slimy, glue-like substance enhancing the formation 
of a matrix that plays an important role in cell adhesion phenomena. 
Although the predominant components of EPS are polysaccharides and 
proteins, other macromolecules such as lipids, nucleic acids and humic 
substances may also be found in the biopolymeric matrix. In addition, it 
was emphasized in recent studies that complex glycoconjugates such as 
glycosaminoglycans were detected in EPS  (Felz et al., 2020).

Today, EPS recovered from sludge is seen as a potential resource and 
will gain more importance in the future with the conversion of wastewater 
treatment plants to more functional biorefineries. EPS accounts for a 
large part of the dry weight of sludge and can be used in various fields 
as biomaterials, medical reagents, industrial sizing agents and rheological 
modification additives   (Feng et al., 2021).

In a recent study, EPS were extracted from aerobic granular and 
activated sludge and the effectiveness of these biopolymers as flame 
retardant materials was evaluated. For this purpose, a burning test was 
applied to evaluate the flammability of the flax fabric coated with EPS. The 
results showed that EPS extracted from sludge can be used successfully to 
generate flame retardant material and this application has great potential to 
support circular economy (Kim et al., 2020). Lin et al. (2015) extracted a 
biomaterial from aerobic granular sludge and investigated the potential of 
using this polysaccharide-containing material as a surface coating chemical. 
For this purpose, the composition, morphological features, molecular 
weight, amphiphilic and film-forming properties of the biomaterial were 
examined. The results indicated that the investigated polysaccharide-based 
biomaterial showed amphiphilic properties due to its carbohydrate and 
lipid content, and it could readily form a film on a hydrophilic surface such 
as paper and increase the water resistance of the surface.

Moreover, EPS obtained from sludge has the potential to be used 
as a cost-effective and efficient biosorbent in various water/wastewater 
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treatment industries. Numerous reports show that sludge-derived EPS can 
be used successfully for the elimination of heavy metal ions from water. 
Guibaud et al. (2012) extracted EPS from anaerobic granular sludge 
obtained from 3 different sources with the help of cationic exchange resin 
and investigated the effects of pH on Cd and Pb binding capacity of the 
obtained biomaterials. The obtained outcomes indicated that, in general, 
Pb had a higher affinity for EPS compared to Cd. In addition, it was 
emphasized that both organic and inorganic fractions in the particulate 
form of EPS played a role in heavy metal adsorption.

Protein Recovery

The organic matter of waste activated sludge consists of various 
complex components in the form of proteins, polysaccharides and lipids, 
and the ratio of proteins in these substances is estimated to be around 
40%  (Tanaka et al., 1997).  Considering this high ratio, protein recovery 
from waste activated sludge can be considered as a potential application 
for the conversion of a waste material into a useful and commercially 
valuable product. It seems possible that the recovered proteins can be used 
in the production of many commercial products such as wood glue, fire 
extinguisher, animal feed and corrosion inhibitor. In a study by Hwang 
et al. (2008), the potential of using waste sludge-based protein as animal 
feed was assessed. The study results indicated that the nutrient content 
of the recovered biomaterial was similar to commercial animal feed. In 
addition, rat toxicity test was applied to determine the possible toxic effects 
of the obtained material and it was concluded that the recovered protein did 
not have any detrimental effects on mortality, body weight changes, the 
incidence of clinical signs,  and necropsy findings.

In another study by Pervaiz and Sain (2011), kraft paper mill waste 
sludge was used as a source of biomass and the protein in the sludge was 
extracted after alkaline disintegration and precipitation steps. Then, the use 
of the extracted protein as a wood adhesive was assessed. The adhesion 
performance of the recovered biomaterial containing 30% crude protein 
was evaluated by comparing it with phenol formaldehyde resin and soy 
protein isolate. The results regarding the shear strength of bonded wood 
composites clearly showed that it is technically possible to use recovered 
sludge proteins as an eco-friendly wood adhesive. Go et al., (2019) 
evaluated the potential of using extracellular polymeric materials from 
waste sludge as corrosion inhibitors and concluded that sludge-based 
biomaterials have similar performance with commercial products on the 
market. It has also been stated that the corrosion inhibitor obtained from 
sludge can be defined as a green product with its features such as being 
renewable, biodegradable, non-toxic and free of heavy metals.
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Protein recovery from waste sludge includes various steps such as 
pretreatment, filtration, precipitation, separation, etc. (Figure 1). The most 
important step in recovering proteins from sludge is probably to apply 
physical, thermal, chemical, biological processes or their combinations 
to destroy the sludge flocs and bacterial cells. Song et al. (2019) applied 
thermal alkali hydrolysis pretreatment at 80°C for 90 minutes to dissolve 
the proteins in the sludge and reached a solubility value of 67.59%. In 
the study, it was also stated that 9.44% of soluble proteins were lost due 
to conversion to ammonium and nitrate nitrogen. Xiao and Zhou (2020) 
evaluated the alkaline pretreatment at pH 12, ultrasound application (1 
W.mL-1) and thermal (80 oC) hydrolysis as sludge protein solubilization 
methods. According to the results, it was concluded that the alkaline 
pretreatment method is more effective in the release of both high molecular 
weight (> 20 kDa) and low molecular weight (<20 kDa) proteins. In another 
study Garcia et al. (2017) investigated the efficiency of wet oxidation and 
thermal hydrolysis processes in the recovery of sludge protein. The results 
showed that sludge hydrolyzed by hydrothermal methods has the potential 
to be a renewable resource for protein recovery. The maximum protein 
concentrations obtained by wet oxidation and thermal hydrolysis methods 
were 7.7 g/l and 7.2 g/l, respectively. It was also determined that the most 
effective method to separate the proteins from the hydrothermally treated 
sludge was the addition of ammonium sulfate. Gao et al. (2019) applied 
a combined thermal pretreatment and enzymatic hydrolysis procedure to 
extract protein from excess sludge, and an extraction rate of 52.8% was 
achieved. The optimum conditions determined for the applied method are 
as follows: 3 hours thermal treatment at 100 oC, enzymolysis pH of 11, 
protease dose of 3000 U/g dry sludge, 3 hours enzymatic hydrolysis at 55 
oC.

Figure 1. Basic processes applied in protein recovery from waste sludge
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Industrial Enzyme Extraction

Enzymes are basically proteins produced by living organisms and 
responsible for catalyzing chemical reactions inside the cell. These 
biocatalysts accelerate biochemical reactions by reducing activation energy 
barriers and increasing the proper orientation collision of molecules. 
Offering many advantages over inorganic catalysts, enzymes work under 
milder reaction conditions, have better product selectivity, and lower 
environmental and physiological toxicities (Berg et al., 2002; Choi et al., 
2015). Enzymes can be used in many industrial areas (Figure 2). While 
the food and beverage, pharmaceutical, biofuel and detergent industries 
benefit from the catalyst properties of enzymes on a commercial scale, 
the use of enzymes in industries such as fine chemical manufacturing and 
natural gas conversion has come to the fore in recent years (Chapman et 
al., 2018).  Economic evaluations for various industries show that enzymes 
constitute 30-40% of the production cost required for the preparation of the 
culture medium (Raheem et al., 2018; Vaithyanathan and Cabana, 2021).

Recent studies show that waste biological sludge can be evaluated as a 
potential biomass for industrial enzyme extraction. Most of the hydrolytic 
enzymes in sludge flocs are either found in EPS matrix or bound to the 
cell wall. Therefore, the first step in enzyme extraction from waste sludge 
is to disrupt the sludge flocs and harvest the bacterial polymers. For this 
purpose, many extraction methods such as physical disruption, chemical 
addition or combined methods are applied to the sludge. Liu and Smith 
(2019) defined a procedure containing ultrasound treatment and surfactan 
addition for releasing protease and cellulase from waste sludge. The 
maximum protease and cellulase recovery from the sludge was found as 
63% and 100%respectively, with a frequency of 20 kHz, a power density 
of 872 W/L, sonication time of 10 min and surfactant addition of 1% v/v 
TX100. Nabarlatz et al. (2012) applied a method including ultrasonication, 
extraction, dialysis and lyophilization steps for enzyme recovery from 
waste sludge and obtained 23 units of lipase per gram lyophilized sludge.

The studies related to enzyme recovery have been demonstrated that 
enzyme extraction following sludge floc disruption  is technically feasible 
in bench-scale experiments. However, for specific industrial applications, 
purification and concentration procedures need to be standardized and 
optimized for a higher degree of purity. 
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Figure 2. Industrial applications of enzymes

Biopesticide Production

Biopesticides are biologically-derived agents and are considered 
the best alternative to synthetic pesticides due to their advantageous 
properties. Those eco-friendly substances are highly effective and specific 
against their target. Thus the use of biopesticides in pest control programs 
significantly increased worldwide. Recently, many biopesticides are 
produced from microorganisms (bacteria, fungi, virus or protozoan) and 
plants, and derived from animals (pheromones, hormones, insectspecific 
toxins, etc.), and used across the world in the control of agricultural pests 
(Nawaz et al, 2016). 

Bacillus thuringiensis, bacteriophages and Trichoderma spp. are the 
main species utilized as biocontrol agents. Almost 90% of the experimental 
studies on biopesticide production in the literature includes the use of  B. 
thuringiensis (Bt) strain, which is known to produce d-endotoxin during 
sporulation (Melo et al., 2016).  Bacillus thuringiensis-based biopesticides, 
which are considered the most popular biopesticides, are used in forest 
cultivation, agricultural production and public health services all over 
the world. However, the greatest barrier to commercial production of 
Bacillus thuringiensis-based biopesticides is the huge cost of raw material 
requirement for inoculation (Raheem et al., 2018). In order to overcome 
this challenge, waste biological sludge can be used as a culture medium, 
enabling the manufacture of value-added biopesticides.

Waste activated sludge offers a low-cost culture medium alternative 
for the production of Bacillus thuringiensis and the reuse of waste sludge 
in agricultural areas and forests for pest control seems to be acceptable in 
terms of the waste management hierarchy (Tyagi et al., 2009). According 
to Mohammedi et al. (2006) isolated 12 strains of Bacillus thuringiensis 
(Bt), ten from sludge and two from dead Tortricidae larvae, and evaluated 
their insecticidal activity. The results obtained by the PCR method showed 
that all 12 bacterial strains contained the Cry IA gene and five had the 
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Cry IC gene, both of which encode the active toxin against Lepidoptera 
species. Furthermore, bioassays using Choristoneura fumiferana larvae 
clearly demonstrated the apparent insecticidal activity of these strains 
against Lepidoptera species. As a result of the study, it was noted that Bt 
strains isolated from waste sludge could be used to provide a more effective 
approach for the manufacture of biopesticides. 

Volatile Fatty Acid Recovery

Biological nutrient removal is one of the most common and cost-
effective method for removing total nitrogen and total phosphorus from 
waste streams through the microbial activities, and the process is becoming 
an increasing challenge for wastewater treatment plants due to increasing 
discharge standards. However the lack of a sufficient carbon source in 
influent is the major drawback of the process  (Wu et al., 2010). Volatile 
fatty acids (VFAs) such as acetic acids and propionic acids have been 
found to be the most appropriate carbon source for nutrient removal (Chen 
et al., 2004; Shen and Zhou, 2016). VFAs are valuable chemicals produced 
during anaerobic digestion process of waste materials.  Until now, the main 
goal of anaerobic digestion processes is  converting the  organic fraction of 
waste sludge into noncellular end products such as biogas (Athanasoulia 
et al., 2012; Demirbaş et al., 2016; Grosser and Neczaj, 2016). Studies on 
the recovery of volatile fatty acids from waste sludge and the use of the 
obtained green product as an external organic carbon source for nutrient 
removal apparently show that waste sludge can be used as a sustainable 
resource in wastewater treatment facilities (Liu et al., 2016; Tong and 
Chen, 2007; Xiong et al., 2012).

VFAs production is of great interest, especially because it offers a 
greater value than biogas and has a wider range of industrial uses (Atasoy 
et al., 2018). Numerous laboratory-scale studies in the literature indicated 
that the generation of VFAs from fermentation of waste sludge is a rational 
way, and alkaline conditions remarkably improve this process. Liu et 
al. (2012) investigated the VFAs generation by acidogenic fermentation 
of waste sludge, their synthesis pathways and the bacterial community 
involved in this process under different pH conditions. The results showed 
that pH affects the overall VFAs production yield and the individual VFA 
percentage. The total VFAs yield at pH 9.0 was recorded as 10.70 times 
the yield at pH 3.0. Similarly, Gracia et al. (2020) conducted anaerobic 
digestion trials to assess the VFAs production potential of waste activated 
sludge. It was concluded that VFAs can be produced at a concentration of 
372 to 1600 mg COD/L under alkaline conditions. It was also emphasized 
in the study that VFAs extracted from waste sludge could be used as an 
external carbon source for biopolymer synthesis in the future. In another 
study, alkali fermentation process was applied to sludge and pilot-scale 
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generation of VFAs was evaluated. In the study, the effects of using the 
obtained fermentation liquor as a C source on the nutrient removal process 
were also investigated. By adding VFAs-rich fermentation liquor to the 
nutrient  process, nutrient removal kinetics were improved and higher 
removal efficiencies were achieved in comparison to the use of acetic 
acid (Longo et al., 2015). As a result of a study in which the acidogenic 
and methanogenic activities of agro-industrial wastes obtained from 
different sources were determined, it was found that the economic gain 
of VFA production from residues were three times higher than methane 
production (Perimenis et al., 2018). A more extensive evaluation of the 
process economy was carried out by comparing VFA production and 
biogas production from waste sludge in a full-scale plant. As a result of the 
calculations, the net profit of VFA and biogas was reported as 9.12 USD/
m3 and 3.71 USD/m3, respectively (Liu et al., 2018).

All these studies reveal the potential of using sludge-derived VFA 
as an alternative carbon source in biological nutrient removal processes. 
Although methane as the end product of anaerobic digestion is the main 
focus in the literature, production of VFAs from waste sludge expected to 
receive higher industrial attention in the future.

Polyhydroxyalkanoic Acids (PHAs) Production

Polyhydroxyalkanoic acids (PHAs) are intracellular granules commonly 
found in prokaryotes and have properties that enable them to be used as 
biobased plastics. Environmental concerns caused by plastic pollution have 
accelerated the studies on the use of PHAs as a raw material for bioplastic 
generation.  PHAs, which are the most biodegredable polymers, minimize 
the impact on the environment and create a closed cradle-to-cradle cycle. 
In addition, being produced from a renewable source is another advantage 
of PHAs production. However, the high expenses of the synthetic substrate 
and the fermentation process used in the production of PHAs are the major 
barriers to large-scale commercial production (Reddy et al., 2003). The 
market price of PHA polymers and petroleum-based polymers is 0.8–1.5 €/
kg and 5 €/kg, respectively, with a 6-fold difference (van den Oever et al., 
2017). Therefore, there is a great need to develop organisms that produce 
optimum PHA by cheaper methods.

The use of mixed microbial cultures in PHA production processes 
offers many advantages compared to pure cultures. Mixed cultures 
can consume different carbon sources such as agricultural or industrial 
wastes. In addition, the operating and maintenance costs of mixed culture 
production are lower since sterilization is not performed and there are few 
control parameters. Because of these advantages, the use of mixed microbial 
consortia for PHAs generation has gained priority. Recently, many studies 
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have been made on the use of waste biological sludge for PHAs generation 
(Raheem et al., 2018; Munir and Jamel, 2020 ). In addition, some bacterial 
species found  in activated sludge show PHAs accumulating performance 
for use as a source of energy and carbon under certan conditions (Yang 
et al., 2013). The average PHAs content in waste activated sludge has 
been found as 0.3 to 22.7 mg PHA/g WAS (Tian et al., 2009; Crutchik 
et al., 2020).   The combined use of mixed microbial cultures and several 
waste materials as carbon sources provides energy saving and material cost 
reduction solutions in PHA production processes.

The steps followed in the production of PHA from waste sludge are 
shown in Figure 3. In the PHA production process from waste sludge, 
acidogenic bacteria form volatile fatty acids such as acetic and  propionic 
acids. Regimes of feast and famine are applied to the microbial community 
to increase the strains that accumulate PHA in the sludge. Thus, the 
resulting VFAs can be converted into PHA by microorganisms in the 
presence of a growth limiting component or excess carbon as an energy 
source (Salehizadeh and Van Loosdrecht, 2004).

Figure 3. The steps followed in the production of PHA from waste sludge

In the study by Mengmeng et al., (2009), the usability of sludge-
derived VFAs as a C source was evaluated to synthesize PHA. The results 
indicated that the VFAs generation yield was 258.65 mgTOC/gVSS under 
high temperature (60 °C) and alkaline conditions (PH=11). In addition, 
acetic acid was found to be the most predominant type among VFAs 
obtained from sludge. The maximum PHA content obtained by using 
sludge-derived volatile fatty acids as C source was 56.5% of the dry cell. 
The overall evaluation of the study indicated that VFAs extracted from 
waste activated sludge were a suitable C source for PHAs generation. In a 
study by Crutchik et al. (2020), the economic feasibility of PHA production 
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in two different wastewater treatment plants was investigated. One of the 
examined wastewater treatment plants is a large facility with an anaerobic 
sludge digestion unit, and the other is a small plant where sludge is only 
dewatered. The feasibility calculations showed that the minimum cost of 
PHA in large and small wastewater treatment plants is US$1.26/kg PHA-
crude, respectively, when using a PHA production process consisting of 
enrichment and accumulation steps.

Conclusion

The management of wastewater sludge, which is released in large 
quantities from wastewater treatment plants, is a serious concern for 
wastewater industry and local governments due to both socio-economic 
and environmental considerations. The use of traditional sludge disposal 
methods, such as landfill, incineration, land application or ocean disposal, 
is limited by stringent regulations and pressure from the environmental 
authorities as well as the general public. Ensuring effective and sustainable 
management of waste sludge is precisely one of the problematic challenges 
for wastewater treatment professionals.

Considering the legal obligations and circular economy concepts, the 
use of wastewater sludge for resource and energy recovery is considered 
to be the most logical approach. With the view that sludge is accepted as 
a resource rather than a waste, practices and studies aimed at the recovery 
of various precious components such as nutrients, protein, carbon, EPS 
and enzymes from sludge have gained priority. The recovery studies of 
biomaterials from waste sludge and future planning to boost the circular 
economy should not be evaluated only in terms of the current economic value 
of the recovered products in the market. Because, in most cases, the disposal 
of sludge by conventional methods is more profitable than the recovery of 
materials. However, the economic damage caused by pollution associated 
with various sludge disposal routes and rising prices due to pressure on 
non-renewable resources will completely change this perspective in the 
future. The use of sludge-based biomaterials not only reduces greenhouse 
gas emissions, but also eliminates environmental pollution caused by the 
disposal of mismanaged waste. Biomaterial recovery from waste sludge 
provides a series of services such as protection of water quality, increase 
of performance in waste treatment plants, improvement of food safety and 
social equality, which can not be easily converted into cash but are very 
important for society and the environment. Value-added bio-products to 
be obtained by processing waste sludge as a valuable resource will play 
a leading role in the circular economy in the future as sustainable green 
product alternatives.
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1. INTRODUCTION  

Today, the need and importance of security has dramatically increased. 
For this purpose, various biometric methods such as face recognition, gait 
recognition, posture recognition, and fingerprint recognition are being 
developed intensively. One of these methods is iris recognition. Iris 
recognition, based on the principle of uniqueness of iris patterns, are 
methods and techniques used for automatic recognition of individuals 
through these patterns (Nguyen, Fookes, Ross, & Sridharan, 2017).  

The iris pattern of each eye differs from person to person and from eye to 
eye (left or right). The statistical uniqueness of iris patterns has made the 
iris recognition method one of the leading methods in identification 
methods. It also has a very strong mathematical advantage that its 
variability between different individuals is very high (J. Daugman, 2009). 
The iris pattern is formed six months after birth and stabilizes one year 
later, remaining the same for life. Iris patterns are so unique that they 
differ from each other even in identical twins. Furthermore, it is nearly 
not affected by environmental factors. Therefore, the lifetime invariance 
of the iris has made its use in authentication attractive. In fact, the results 
are so good that according to one report, more than 1 billion people's iris 
images have been digitally recorded (Nguyen et al., 2017). The high 
success rate in iris recognition provides very important clues about how 
important a role it can play in large-scale identity recognition systems in 
the future. 

The structure and parts of a typical eye are described in Figure 1. The iris 
is the patterned region consisting of a contractible thin membrane 
between the transparent layer of the eye and the pupil.  

    

  

Figure 1 Parts of an eye (Rai & Yadav, 2014) 

The first thing to do for identification with the iris image is to detect the 
iris region and extract this information from the digital image. After the 
iris region is determined, there is a need to purify the noises on this area. 
The upper and lower eyelids covering the iris region, the upper and lower 

pupil 
collarette 

eyelashes 
upper eyelid 

lower eyelid 

pupillary zone 
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eyelashes that cause the same region to be covered, various light and 
ambient effects can be given as examples of these noises. The next step is 
to normalize the iris image. With the normalization process, the iris 
image, which has different sizes, is adjusted to a fixed size due to factors 
such as the distance at which the image is taken, the differences in size 
due to the natural structure of the eye, and the convergence / divergence 
factor in the imaging device. In addition, insufficient factors such as the 
negative effects of eyelashes covering the iris pattern are minimized. The 
normalized image is subjected to a series of feature extraction techniques 
to improve the performance of the classifiers. The final iris information 
obtained after the feature extraction process is enrolled in a database for 
later use in the authentication process. During authentication, the iris 
information of the person to be identified is obtained by going through 
similar stages up to the feature extraction stage, as explained above. 
Then, this information is compared with the iris information stored in the 
database. The goal of the comparison is to identify the person to find out 
who she/he is, as a result of authentication. 

In this study, identification was performed using support vector machine 
classifier based on Hamming distance in authentication with iris 
information. In order to increase the accuracy of the classifier, the max 
voting method was used. With the max voting method, the identity 
information obtained from the sample iris image of an individual whose 
identity is being tried to be verified is compared with the information 
obtained from sample images of the individuals registered in the database 
before. Afterwards, the identity found with the highest number of voting 
among the predictions obtained as a result of all comparisons is 
determined as the right identity. With the max voting method, the 
classifier performance, which is normally 79.51% at highest, has been 
increased up to 94.26% classification accuracy. 

This study is organized as follows. In the second part, information on the 
proposed and applied methods in iris-based identification, as well as 
information for commonly used datasets are given briefly. In the third 
chapter, the method applied in this study and the findings from the 
experiments are explained in detail. In the fourth chapter, a brief 
information about this study and its results is given and some opinions on 
various issues related to iris recognition are discussed. 

2. RELATED WORKS  

Various studies on iris pattern-based authentication have been carried out 
for years. One of them is Daugman (J. Daugman, 2004). Daugman 
proposed a method for detecting the limbic border and pupillary border. 
After the determination of the iris region, the iris image was transformed 
into a Cartesian coordinate system, thanks to a dimensionless pseudo-



Hakan Temiz108 .

3 
 

coordinate system. Feature extraction was performed using a two-
dimensional (2D) complex Gabor filter. He used the Hamming distance 
in the matching phase for identification. The authors also proposed other 
methods such as discrete cosine transform (DCT) (Monro, Rakshit, & 
Zhang, 2007) and discrete Fourier transform (DFT) (Miyazawa, Ito, 
Aoki, Kobayashi, & Nakajima, 2008). Masek (Masek & others, 2003)  
segmented the iris using the intelligent edge recognition technique and 
the Hough transform. Dewangan and Siddhiqui (kumar Dewangan & 
Siddhiqui, 2012) used a one-dimensional (1D) Gabor filter for feature 
extraction and matched it with the Hamming distance. For defining iris 
pattern, many other methods introducing some type of coding and 
expansions scheme have been proposed such as sparse coding  (Pillai, 
Patel, Chellappa, & Ratha, 2011), hierarchical visual code block (Sun, 
Zhang, Tan, & Wang, 2013), and Taylor expansion (Bastys, Kranauskas, 
& Krüger, 2011) (Bastys, Kranauskas, & Masiulis, 2009). 

Deep learning (DL) algorithms have performed considerably better than 
other algorithms in object recognition, pattern recognition, computer 
vision, medical image processing and many other research problems. 
Researchers have achieved very successful results by taking advantage of 
the superior performance of DL algorithms in iris pattern recognition, as 
well. One of the most well-known DL algorithms is the convolutional 
neural networks (CNNs). CNNs are algorithms that have a structure that 
includes many convolution filters in their layers. In CNNs, each layer 
transmits its output to the next layer, and as a result of processing the data 
in each layer, from the input of the network to the last layer that produces 
the output, output is produced depending on the problem it is adapted to. 
As a result of the superior performance (learning) of CNNs, they have 
been adapted as an alternative feature extractor in many problems. On the 
other hand, the fact that DL algorithms can produce good results with rich 
data and the scarcity of samples in iris recognition data sets stand out as a 
limiting factor in the use of DL algorithms (Nguyen et al., 2017). 
However, it is clear that DL algorithms will perform much more 
successfully in parallel with the enrichment of data sets. 

In order to evaluate the performance of DL algorithms in iris pattern 
recognition, Nguyen et al. (Nguyen et al., 2017) made comparisons on 
algorithms with well-known DL models. In the study, the CNNs were 
especially emphasized. For this purpose, AlexNet (Krizhevsky, 
Sutskever, & Geoffrey E., 2012), which is the model that won the 
ILSVRC 2012 competition; GoogleNet and Inception (Szegedy et al., 
2015) winner model of the ILSVRC 2014 competition, and the runner-up  
model VGG-19 (Simonyan & Zisserman, 2014); ResNet (He, Zhang, 
Ren, & Sun, n.d.) which is the winner the ILSVRC 2015 competition, and 
DenseNet  (Huang, Liu, Van Der Maaten, & Weinberger, 2017), which 
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has a densely connected blocks structure, were included in the 
comparison. 

Transfer learning refers to the training of DL models trained in a 
particular domain to be retrained with versions trained in another problem 
domain. The authors retrained the aforementioned models on iris 
recognition with the transfer learning method. The performances of the 
algorithms were tested on the ND-CrossSensor-Iris-2013 (Bowyer & 
Flynn, 2016) dataset and the CASIA-Iris-Thousand (“CASIA Image 
database,” n.d.) dataset. The authors found that the transfer learning of 
prominent models is very promising. 

In recent years, many other CNNs have been proposed for the iris 
recognition problem. DeepIris  (Liu, Zhang, Li, Sun, & Tan, 2016) which 
has nine layers, is one of them. Gangwar and Joshi proposed a much 
more advanced model, DeepIrisNet  (Gangwar & Joshi, 2016). The 
researchers tested the models on both iris images taken with optical light 
and iris images taken with near infrared. The DualSANet (Yang, Xu, & 
Fei, 2021) model is a proposed CNN algorithm for multilevel spatial 
feature extraction. It has an encoder-decoder structure within itself. 
Another model with encoder-decoder structure is UniNet (Zhao & 
Kumar, 2017). UniNet consists of two infrastructures: FeatNet and 
MaskNet. While FeatNet extracts the features of the iris region with its 
encoder-decoder structure; MaskNet extracts its features from the region 
outside the iris pattern. 

In addition to these, recent developments in video recording technology 
have made it possible to capture very high resolution iris images in the 
visible spectrum using low cost camera technologies that can be used for 
identification within the same domain or in different spectra (such as 
optical or infrared). However, most large-scale galleries of iris images 
were obtained in the lower resolution near-infrared (NIR) area. Therefore, 
cross-spectral and cross-resolution iris matching is one of the important 
issues that have been emphasized in recent years  (Wang & Kumar, 
2019), (Nalla & Kumar, 2016). 

Generative Adversarial Networks (GANs) (Goodfellow et al., 2020) are 
among the DL algorithms that often perform better than CNNs. He has 
achieved remarkable successes especially in image processing and 
computer vision. The GANs also have been used in iris recognition in the 
recent years and it has been observed that they had produced very good 
results as it applies to other research areas. Mostofa et al. (Mostofa, 
Mohamadi, Dawson, & Nasrabadi, 2021) produced cGAN with 
conditional URA and cpGAN with paired URA, inspired by DCGAN, a 
well-known URA model  (Radford, Metz, & Chintala, 2016). 
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2.1.  Datasets 

Many databases have been created over time to be used in iris 
recognition. The first of these is the CASIA (“CASIA Image database,” 
n.d.) dataset. This dataset was developed over time and presented to 
researchers again under the name of different versions. Its latest version, 
CASIA-IirisV4, was created in 2010. The UBIRIS.v2 (Proenca, Filipe, 
Santos, Oliveira, & Alexandre, 2010) dataset is another one built on the 
study of iris recognition from a distance. UTIRIS (University of Tehran 
Iris Image Repository, n.d.) is another dataset developed by the 
University of Tehran. The dataset has 10 iris images of 79 individuals, 5 
for each eye. The Q-FIRE (Johnson, Lopez-Meyer, Sazonova, Hua, & 
Schuckers, 2010) dataset contains videos of the face and iris obtained at 
distances ranging from approximately 1.5m to 7.5m. The ND-IRIS-0405 
(Bowyer & Flynn, 2016) and ND-CrossSensor-Iris-2013  (Bowyer & 
Flynn, 2016)  datasets are other datasets composed by the University of 
Notre Dame Computer Vision Lab. ND-Iris-Template-Aging-2008-2010, 
Multiple Biometric Grand Challenge (MBGC) version 1 data collection, 
ND-TimeLapseIris-2012, ND-CrossSensor-Iris-2012 Data Set, ND-
CrossSensor-Iris-2013. This laboratory also has many other datasets such 
as NDIris3D, Notre Dame Photometric Stereo Iris Dataset (Wacv 2019), 
ND Cosmetic Contact Lenses 2013 Data Set, and The Gender from Iris 
Dataset (ND-GFI). Apart from the general datasets mentioned, there are 
hundreds of other datasets. For more detailed information on other 
datasets, the article by Omelina et al. (Omelina, Goga, Pavlovicova, 
Oravec, & Jansen, 2021). 

3. METOD 

The iris recognition process generally consists of iris region detection, 
normalization, feature extraction and matching stages. In this study, 
firstly, the iris region was extracted from the digital image. For this 
purpose, the zigzag area is isolated (segmentation) from other parts of the 
eye through the Hough transform, and then eyelid detection and eyelash 
detection is performed. After these treatments, the image of the iris region 
is sampled and normalized for further processes such as feature 
extraction. Extracted features are then stored in a database for future use 
in identification of individuals based on iris pattern. The iris pattern 
information obtained from extracted features and collected in the 
database for authentication is compared with the iris pattern information 
of the eye of the person being identified. If a match is found, the identity 
is authenticated, otherwise rejected. The operation of the system is 
presented in  

 



 .111Academic Research & Reviews in Engineering

6 
 

Figure 2. 

 

 

 

 

 

Figure 2 Iris recognition method flowchart (Rai & Yadav, 2014) 

Image quality is very important in the segmentation phase. Conditions 
such as insufficient illumination, light reflections on the eye, insufficient 
contrast, etc., affect the algorithms’ performance in determination of the 
pupil and zigzag area. As these conditions worsen, the performance of iris 
identification degrades. Thanks to the fact that the images in the CASIA  
(“CASIA Image database,” n.d.) database were successfully acquired, 
there are no problems such as low contrast and light reflection. For this 
reason, iris region partitioning can be performed very successfully. On 
the other hand, the same cannot be said for the images in the UTIRIS 
(University of Tehran Iris Image Repository, n.d.) database. 
Segmentation cannot be done properly due to inadequate conditions such 
as reflections on the images and low contrast in some images. One other 
reason is that the iris images are very dark colored (e.g., dark brown) due 
to the genetic structure of Iranian people. Most of them have very dark 
eyes. 

The following sections provide information on these processes. 

SVM with 

Hamming

Distance 

a.  Enrollment 

b. Identification 
Identity 

Iris image   segmentation        eyelid detection           normalization          
feature extraction      classification 

Iris image   segmentation      eyelid detection        normalization           
feature extraction     database 
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3.1.  Iris Region Detection 

The first step in iris recognition is the detection of the iris region and the 
extracting the information from this region. For this purpose, first, the 
pupil region is found by Hough transform. Then, the zigzag patterned 
region of the iris region is found, and finally, the eyelashes and eyelid 
that appear on this region are detected. The execution of these operations 
is performed after the RGB image is converted to a grayscale image. 

3.1.1.  Hough Transform 

This technique is used to identify simple geometric objects (line, circle, 
etc.) on the image. The circular Hough transform was used to determine 
the radius of the iris and pupil, and the points on the circle. The points on 
the circle with radius r and center (       are found with the help of the 
following formulas: 

  =  c + r * cos(θ)       (1) 

  =  c + r * sin(θ)       (2) 

The Hough transform is a costly computational method since it exploits 
all the points in an image. On the other hand, it provides quite successful 
results in finding the center and radii of the pupil and zigzag area. 

Hough transform briefly works like this. The algorithm tries to find out a 
triplet           to describe each circle while angle θ is sweeping the 
full unit circle of radius r. For simplification of the parametric description 
of the circle, the radius is kept as limited to a number of radii or a 
constant. Before applying the Hough transform, any edge detection 
algorithm is applied to find all edges in the image. For all edge points 
         1, 2, …, n, that found the edge detection algorithm, the Hough 
transform can be written as 

 

            ∑                  
       (3) 

 

                      {                       
            (4) 

                 (  
    

 )      
    

          
coordinates (        r) that the highest for H (        r) become the 
coordinates of  the center and radius of the circle. 
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3.1.2. Detection of Zigzag Pattern Region 

The zigzag region of the iris is the main part used for feature extraction. 
While this part is limited to the pupil from the inside, it is limited to the 
transparent region of the eye on the outside. In finding the outside 
contour, the same method used in finding the pupil can be used. In usual, 
the pupil and this outer contour are very closed to be concentric. A part of 
this section can be closed with eyelids and eyelashes depending on the 
eye and eyebrow structure. Therefore, the next step is to find the area 
covered by the eyelids and eyelashes. 

3.1.3.  Eyelid Detection 

Eyelids prevent a certain part of the zigzag zone from being seen. The 
area covered by the eyelids is searched within the pupil and zigzag area. 
The following formula is used to determine the area covered by the 
eyelashes (Rai & Yadav, 2014): 

Width of search = Radius of zigzag area – radius of pupil (5) 

 

In Figure 3, the areas covered by the eyelids are shown as black areas. An 
area as wide as the diameter of the iris and as high as the distance 
between the radius of the iris and the radius of the pupil is considered as a 
noisy region and is indicated by black color. Parabolic Hough transform 
is applied for detection of eyelids. The outer contour of the actually 
existing zigzag zone is shown with dashed lines in the figure. 

 
Figure 3. Eyelid detection. 

3.2.  Normalization 

The next step after the iris region is determined and partitioned is to 
ensure that this region has a fixed size dimensions. For this purpose, 
methods such as the homogeneous rubber sheet method proposed by 
Daugman  (J. G. Daugman, 1993) are used. This method is depicted in 
Figure 4. In this method, the data on the points of the iris region on the 
directions taken at certain angular intervals by taking the center of the 
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pupil as a reference, are converted into a matrix in the form of rows and 
columns. The centers of the pupil and iris are not exactly concentric in 
most cases. The offset of the centers is exaggerated in Figure 4 for clarity. 

 
Figure 4. Daugman's Homogeneous Rubber Sheet method. Ci: 

center of iris, Pc: pupil center. 

Figure 5 shows the normalization process of an example iris image. (a) 
shows the original version of the image. In (b), the radii of the pupil and 
iris were determined on the image and drawn circularly with white lines. 
The white dots in the iris region indicate the intervals on the angular 
directions at certain radii intervals between the pupil and the iris area. 
The information collected from these points are transformed into row and 
column matrix in (c). Each row of the matrix stores the information 
gathered from the points represented as dots on each circle in the iris 
region. 

 
Figure 5. Normalization in the segmentation phase of a sample iris 

image 

θ 
r 

Ci 

Pc 

 

 
r 

θ 

(a)  original image (b) sampling iris pattern with 
certain angular and radial 

intervals 

(c)  sampling matrix 
of iris region 



 .115Academic Research & Reviews in Engineering

10 
 

3.3.  Eyelash Removal 

Typically, the zigzag pattern is likely to be covered by the eyelashes at 
the top or bottom of the eye. Unfortunately, the pattern information is lost 
in the closed areas. For this reason, the effect of eyelashes is tried to be 
eliminated by using pixel information in neighboring sections that are not 
covered by eyelashes in areas that are likely to be covered by eyelashes. 
An intensity threshold value is used within a certain window range (for 
example, 5x5) to determine whether a region is covered by cilia. Values 
greater than given threshold mean that the area is covered with eyelashes. 
In this case, the average of the pixels in the selected window 
neighborhood is assigned to the pixels covered by cilias. 

3.4.  Feature Extraction and Matching 

The main techniques used in feature extraction are image filtering kernels 
such as Gabor filtering (J. G. Daugman, 1993), random transformation 
(Zhou & Kumar, 2010), bar operators (Balas & Sinha, 2003), and binary 
statistical image features (Raja, Raghavendra, & Busch, 2014) methods 
are used. In this study, 1D Log Gabor wave is used for feature extraction. 
The data of the circular iris region, which is converted into a matrix in the 
normalization stage, is subjected to a 1D Log Gabor filter. All rows of the 
matrix are processed as a one-dimensional signal in the form of a one-
dimensional vector. As a result of the operation, a new matrix consisting 
of zeros and ones is produced. The obtained matrix and training data are 
recorded in the database. If it is to be used for authentication, e.g., 
classification, it is matched with images in the database. 

For matching, Hamming distance and support vector machine (SVM) 
classifier are used. The estimation result of the classifier is matched with 
each training data in the dataset, and the estimation results obtained from 
these matches are provided to find the most probable result with the max 
voting method. 

3.5.  Dataset 

The study was performed on the CASIA (“CASIA Image database,” n.d.) 
image database. A total of 854 images, seven different images of the eyes 
of 122 different people, were processed from the database. Out of 7 
images of each individual, four is used for training, whereas 3 is 
preserved for testing. In addition to the CASIA database, studies have 
also been carried out on the Tehran University image database, UTIRIS 
(University of Tehran Iris Image Repository, n.d.). However, as it is 
discussed in the following sections, in the experiments, UTIRIS dataset 
has been found insufficient for iris recognition. 
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Only the individuals with at least seven different iris images in the 
CASIA dataset were chosen. The naming structure of the images in the 
CASIA database is given in Figure 6. The first four images of each 122 
individuals in total, were used as training data and the remaining three 
images were used as the test data for testing purposes. 

 
Figure 6. Naming style of images in CASIA database and their separation 

as training and test sets 

3.6.  Support Vector Machine 

SVMs are one of most prominent machine learning algorithms. It is a 
data driven method for solving classification problems. It has already 
been shown to yield lower prediction error compared to classifiers based 
on other methods, especially given the large number of features for 
sample identification (Byvatov & Schneider, 2003). An SVM tries to find 
a hypothetical hyperplane that separating the classes as best as possible. 
A simple illustration for an SVM is shown in Figure 7. 

 
Figure 7. An illustration for an SVM classifier (Meyer, Leisch, & 

Hornik, 2003)  

However, Ali et al. (Ali, Salami, & others, 2008) emphasized that the 
SVMs have excellent accuracy in terms of non-false acceptance rate, 
whereas good in terms of non-false rejection. 
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3.7.  Findings 

In this study, Hamming distance was used for computing the distances 
between iris samples during the classification. Classification is done with 
SVM. 1B Gabor filter is used for feature extraction. The SVM classifier 
is exploited to determine to which individual each test image belongs to. 
For this purpose, each image in the test set (last three image of each 
individual) is compared to each image in the training set (first four 
images of each individual). The first two and the last two results of 
comparison are given in Table 1 with detailed summary information. 
Entire findings can be seen from the Appendix.  

Each sub column in the middle column of the table represents a 
prediction the classifier from the process of benchmarking for a particular 
matching of certain test image with certain training image. The 
comparisons are done across every individuals for a particular match of 
test image and training image (e.g., image no 5 from test set and image no 
1 from training set). Each row belongs to an individual, and represents 
the prediction results obtained by comparing the images of that individual 
with the images of the remaining individuals. If the SVM classifier 
correctly identifies the individual (true positive), a check mark is placed. 
Otherwise, the sample number of falsely predicted individual (false 
positive) is written. For example, the classifier correctly identified the 
individual with sample number 1 (first row in the table) from the 
comparison of images “5 vs 1”, “5 vs 2”, “5 vs 4”, “7 vs 2”, and “7 vs 3”. 
Contrarily, it is identified her or him as the individuals 21, 73, 114, 114, 
64, 2, and 2 from the comparisons of images “5 vs 3”, “6 vs 1”, “6 vs 2”, 
“6 vs 3”, “6 vs 4”, “7 vs 1” and “7 vs 4”, respectively. So, out of 12 
comparisons, it identified the individual as individual 1 for 5 times, 
individual 114 for 2 times, individual 2 for 2 times, and individuals 21, 
73 and 64 for 1 times. This fashion of comparison is repeated for all 
individuals. 

According to the max voting method, each prediction of the classifier is 
counted, and the most frequent prediction is considered as the right 
individual. For example, for the individual 1, the 5 out of 12 predictions 
indicate that he or she is really the individual 1. In this way, according to 
max voting algorithm given iris images are assumed to belong to 
individual 1, which is actually the right individual. This approach is 
applied to other records (individuals) as well, increasing the prediction 
accuracy of the classifier. 
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Table 1. Comparison results of the individual benchmarking and 
the max voting. Only the first and the last two records are given. 

Please, refer to the Appendix for whole results.  

Individuals 

Estimated Individuals in Benchmarks 
(Numbers 1 to 4 indicate the training images, whereas 5 to 7 indicate test images) 

Pro

pos

ed 

Met

hod 
5 vs 1 5 vs 2 5 vs 3 5 vs 

4 6 vs 1 6 vs 2 6 vs 3 6 vs 4 7 vs 
1 7 vs 2 7 vs 3 7 vs 4 

1   21  73 114 114 64 2   2  
2   32  94 18 18  35 75 86 58  
∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ 
∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ 

121 104 17  35 86 114 114 79  114 114  121, 
114 

122      35        

Number of 
Corrects 83 79 88 97 72 69 83 86 75 83 79 88 115 

Accuracy (%) 68.03 64.75 72.13 79.5
1 59.02 56.56 68.03 70.49 61.4

8 68.03 64.75 72.13 94.2
6 

At the bottom of the table, the total correct number of identification (false 
positive) and accuracy in percent for each comparison are given. The 
lowest number of correct identification is 69 (56.56% accuracy), obtained 
for the column “6 vs 2”, whereas the highest number of accuracy, 97 
(79.51% accuracy), is obtained for the column “5 vs 4”. The results of the 
proposed method are shown in a separate column on the right most 
column of the table. The proposed method classifies each sample by 
taking into account the most repeated number of the individuals amongst 
12 comparisons. The 115 out of 122 samples are correctly identified by 
the proposed max voting method. However, the remaining 7 samples are 
not clearly identified as the truth individuals. The proposed method could 
not determine the correct result for Samples 17, 27, 38, 43, 77, 95 and 
121.  

There is uncertainty in determining individuals for samples 38, 43, 95, 
and 121 since they are found as the candidate individual for the same 
number of times. For example, in the identification of individual 38, the 
classifier predicted it as individuals 34, 38, and 107 for two times and as 
some of others for ones in the remaining comparisons. Each of these three 
individuals share the equal probability to be chosen as correct individual, 
even though the correct value is 38. In such cases, every most predicted 
individual with equal number of prediction is written in the table together 
with the others (e.g., max voting results for individual 121).  If we 
consider the four of this uncertain (with equal number of repeated 
prediction) cases as correct identification, the accuracy in percent could 
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be assumed as to rise up to 97.54%. Worst cases are happened to 
individuals with numbers 17, 27 and 77. Apart from these extreme cases, 
all other individuals were determined correctly. The number of iris 
images correctly classified increased to 115, which indicates the 94.26% 
of accuracy, by introducing the max voting method. 

4. DISCUSSION AND CONCLUSION 

In this study, max voting approach is applied to outcomes of SVM 
classifier introducing hamming distance for computing distances between 
samples in order to identify individuals based on iris pattern recognition. 
Iris recognition is one of popular applications in identifying identity 
because the pattern of the iris differs from person to person and is unique. 
The zigzag region of the iris is selected for feature extraction. Pupil and 
iris region were determined by Hough transform method. In addition, 
regions with eyelids are detected and masked during feature extraction. 
After the 1D Gabor filter is applied on the obtained features, 
classification is made with the Hamming distance. 

The prediction results of the SVM classifier were obtained by comparing 
each of the 3 samples in the test data with the 4 samples in the training 
data of CASIA iris database. The most probable candidate of individual 
is determined by counting the number of predictions. The highest 
number of predicted individual is considered as the right one. As a 
results of the matching, a table with 122 rows and 12 columns was 
formed by comparing all three test data with all four training data.  

Various accuracy rates ranging from 56.56% to 79.51% were obtained 
from the distinct comparisons of iris images across the CASIA dataset. 
With max voting algorithm in which the highest number of predicted 
individual is taken as the most right individual, the identification 
accuracy is increased from 79.51% to 94.26%. However, successful 
results could not be obtained in the UTIRIS database because the images 
were not as convenient as in the CASIA database. This shows how 
important it is for the images to be suitable for processing for iris 
recognition. 

Numerous studies have been conducted in the literature on iris pattern-
based identification methods, and as a result of extreme efforts, quite 
successful results have been achieved. Many various types of algorithms 
and methods are currently used for this purpose. Despite the successful 
results achieved, there are still problematic parts. One of them is the 
formation of bitmaps of images. There is still a huge difference between 
the human brain's interpretation of the image and the computer's 
interpretation. Humans can recognize all objects in the image in a very 
short time and associate them with other objects and events. But for 
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computers, the situation is much more different than this. Methods to 
distinguish and comprehend each of the objects in the image, and to 
associate them with other objects are not yet available or not at the 
expected level. For example, when we look at Figure 7, we can easily 
distinguish that it belongs to a human eye, pupil, iris, eyelids, eyelashes, 
right or left eye. On the other side, it is not yet much possible for 
computers to make similar decisions and inferences in the way we do. 

Correct positioning and sizing of the iris region depends on several 
factors. Examples of these factors are negative effects such as the contrast 
value of the picture, light reflection, and insufficient illumination. 
Although such situations have not been encountered in the CASIA 
dataset, it is not possible to say the same for the UTIRIS dataset. For 
example, in Figure 8, the determination of the pupil is given in a sample 
image taken from the UTIRIS database. As can be seen, due to the bright 
spot inside the pupil, the pupil circumference could not be accurately 
determined. According to the contour line found, the lower right part of 
the pupil was correctly detected, but the upper left part was detected 
incorrectly. 

 

 

Figure 8. An example of misdetection of the pupil in an image in 
the UTIRIS database 

Similarly, false segmentation and detection problems arises for almost all 
images in the UTIRIS database. On the other hand, the availability of the 
CASIA database ensures successful results. The CASIA database is one 
of well-tailored databases for iris recognition. Therefore, it is very 
suitable to achieve successful results. In practice, however, it is not 
always easy to create purposeful data. As can be seen from UTIRIS 
dataset, many factors affecting the image acquisition process should be 
considered in order to perform iris recognition in a healthy and accurate 
manner, and thus, iris images should be taken in this direction. The type 
of eye, e.g., iris region with very dark color, directly affecting the 
performance of iris recognition task. Thus, more adaptive techniques 
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should be developed for such circumstances. One of good candidate for 
such techniques is to obtain near infrared images for exceptional 
conditions of eyes. 
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Appendix: Comparison Results 

 

Individuals 

Estimated Individuals in Benchmarks 
(Numbers 1 to 4 indicate the training images, whereas 5 to 7 indicate test images) Proposed 

Method 
5 vs 1 5 vs 

2 
5 vs 

3 
5 vs 

4 
6 vs 

1 
6 vs 

2 
6 vs 

3 
6 vs 

4 7 vs 1 7 vs 
2 

7 vs 
3 7 vs 4 

1   21  73 114 114 64 2   2 
2   32  94 18 18  35 75 86 58 
3   52    11    100  
4 94  86 58  89  106  89 13 106 
5 86 114  64         
6 61       106    30 
7  55 56   57 25      
8             
9 13   32         

10             
11 64 65   115 115   5  111  
12     114 103 30 107 2    
13 86  70 92 86   35 29 103  107 
14             
15 105    110    65 122 11 65 
16             
17  75 1 73 78 18 115 115 64 18  18 18 
18   1    1    16  
19             
20          94 112 114 
21  112    112    81   
22  67    95   111 32 26 36 
23             
24     48    85 42 30 106 
25 57     91 22 30 35  6 30 
26  76    30  30     
27 121 114 13 43 61 43 43 43 6 42 35 30 43 
28  88    88       
29 85    6      64  
30 102 42 35  102 42   98 75  107 
31             
32             
33             
34           82 82 
35 106     42   114    
36             
37 114  30 84 61 42  22     
38 34  34 34 36 57 42 30  107 108 107 34,38,107 
39 39 44    6    44   
40  95    6    6   
41      6    3   
42  32      30     
43 85 75   85 89 86 58 85 42  59 43,85 
44     5    85    
45             
46      61   35 61 104 30 
47             
48     102 42       
49  6 5   103 30 113  84 93 113 
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50     40        
51  70   48 55 75 75 70  75  
52             
53             
54  1       118    
55 13            
56   6  67        
57    7   25 7   25 117 
58 85 42 13  35 75 35  62 67 13  
59 86        97    
60             
61    30         
62  67 61  88 61       
63 118 88   6   90 118 44 32 44 
64     16 43     69  
65             
66  33           

 

Appendix:  Comparison Results (Continue) 

 

Individuals 

Estimated Individuals in Benchmarks 
(Numbers 1 to 4 indicate the training images, whereas 5 to 7 indicate test images) Proposed 

Method 
5 vs 1 5 vs 2 5 vs 3 5 vs 4 6 vs 1 6 vs 2 6 vs 3 6 vs 4 7 vs 1 7 vs 2 7 vs 3 7 vs 4 

67     69 36  95     
68 4 67  32 29   35 4 13  48 
69             
70 25      18  98 84   
71         31 94   
72          79   
73      61  75   94  
74   70 51 45 45       
75  62    25   73  22  
76   39 42    56 102    
77 118 71  101 91 24 45 85 6  91 91 91 
78     116        
79   92  121 43 114  116 95 80  
80 86      66  60  69 51 
81         11    
82             
83     49 103 18 107  5   
84 61        102    
85 31 84 84  58  3 68 58  30 68 
86 62  61  62  70   95 39  
87   45  85 5 24    74 74 
88      8       
89 85 84 25 30 38 109 70    13 106 
90     118    118    
91      84    75   
92 81        26    
93  6 80   84 22 30 61 95 39 30 
94  45 39          
95 17 5 5 5 20 1 34 1 48  48 94 5,1 
96             
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97  9 13   95 13 100  35 103 43 
98  75 115 49 31  114 49 9  45 9 
99         20  99  

100 85 103 13 107     85 103 13 107 
101      114   101 4   
102   109  109     49 109  
103  4   114 118 93 43  30   
104  84   86  13  86  13  
105 114 43 18  6 94 103  57  73 25 
106 76   56 40        
107 52    106        
108   69 87 48 53 48 38 116 95 6  
109             
110  15   60   96 89    
111 115            
112    103 94  21      
113 115   111  19 65 13 96 122 20 122 
114 64 91   2  64  119 1 21  
115             
116  6 6   66 24      
117 102 48  102  45  96     
118  104   114  93 107 85 89  4 
119  40    4       
120 114 118 114 99 51 43 64 105   81  
121 104 17  35 86 114 114 79  114 114  121,114 
122      35       

Number 
of Correct 83 79 88 97 72 69 83 86 75 83 79 88 115 

Accuracy 
(%) 68,03 64,75 72,13 79,51 59,02 56,56 68,03 70,49 61,48 68,03 64,75 72,13 94,26 

 


